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Abstract

Ultrafast (<ips-long pulses) cathodes with spatially structured emission are an enabling

technology for exciting applications such as free-electron lasers, tabletop coherent x-ray sources,

and ultrafast imaging. In this thesis, we explore the scaling down and multiplexing limits of

ultrafast photon-triggered field emission cathodes composed of arrays of nano-sharp high-aspect-

ratio silicon pillars. We are interested in exploring how the geometry of the array and the

morphology of the pillars affect the emission of the electrons. Both the multi-photon regime and

the strong-field tunneling regime of the emission process were studied using near-IR pulses at

various pulse energies. We model the structure using 2D and 3D COMSOL Multiphysics, collect

the charge-energy characteristics of the actual devices, compare and interpret the results from

both simulations and experiments. We find that the field factor is a strictly increasing function of

the pitch at the fixed height, and the field factor saturates when the pitch is very large. The field

factor is also strictly increasing with respect to the height with a diminishing return. In addition,

due to the trade-off between the field factor and the pitch scaling, there exists an optimum pitch

at 2.5 pm, which yields the highest emission of electrons. This work also confirms earlier work

by the group on the emission characteristics and polarization dependence: at low pulse energy,

the emission is in the multiphoton regime and has an sin6 (0) dependence on the polarization; at

high pulse energy, the emission is in the strong-field tunneling regime and has an sin2(O)
dependence on the polarization.

Thesis Supervisor: Dr. Luis F. Velisquez-Garcia

Title: Principal Research Scientist
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Chapter 1. Introduction and Motivation

1.1 Introduction

Ultrafast (<lps-long pulses) cathodes with spatially structured emission [1] are a new and

expanding research area that could become the enabling technology for exciting applications

such as free-electron lasers (FELs), tabletop coherent x-ray sources [2] and ultrafast imaging [3].

State-of-the-art ultrafast cathodes are flat surfaces that use highly reactive materials to lower the

workfunction and increase the quantum efficiency of single-photon absorption for ultraviolet

(UV) pulses. However, these devices have several disadvantages including (1) they need to be

fabricated, stored and operated in ultra-high vacuum (UHV: 10-9-10-12 Torr), and (2) producing

high current density reduces the operational lifetimes due to the rapid degradation of the low

workfunction materials.

Ultrafast photon-triggered field emission cathodes look promising to bypass these shortcomings.

Strong-field electron tunneling occurs when the electric field of high-intensity optical pulses

interacts with field enhancing structures, and electrons are tunneled from solids as a result [4]-[9].

Previous work on ultrafast photo-triggered field emission cathodes has focused either on single

metal tips that are serially manufactured [10] or single Si tips [11]. At MIT's Microsystems

Technology Laboratories (MTL), we use wafer-level semiconductor batch fabrication techniques

to create photon-triggered field emission cathodes with massively multiplexed arrays of nano-

sharp high-aspect-ratio silicon pillars with high uniformity (>100,000 tips, 1-64 million

emitters.cm-2 ). These devices have several advantages: (1) they can be fabricated and stored at

atmospheric pressure, and operated in high vacuum level of 10 7 - 10-8 Torr (instead of UHV); (2)

the nano-sharp tip (~12nm in diameter) of each high-aspect-ratio silicon pillar greatly enhances

the incident electric field to cause emission of electrons from the tip surface; (3) the massive
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multiplexing (4.6-million tips.cm 2 ) of the pillars increases the total current emission, and also

structures the emission as a series of planar arrays of electron bunches, which are essential for

coherent x-ray sources based on inverse Compton scattering [2].

This work is part of the project called compact ultrafast bright and intense x-ray sources

(CUBIX). For tabletop coherent x-ray sources based on inverse Compton scattering to be

possible, the photocathode needs to produce a uniform series of nanostructured charge sheets

with sufficient charge over an extended period of time. As proposed in [2], photon-triggered field

emission cathodes can produce an array of beamlets (bunches of electrons); these beamlets are

then converted to a longitudinal density modulation by a transverse-to-longitudinal emittance

exchange. Hence, photon-triggered field emission cathodes enable generating partially coherent

x-ray properties by inverse Compton scattering. Photocathodes can increase the efficiency of x-

ray production by several orders of magnitude, and the brilliance and flux of such compact x-ray

sources are similar to major synchrotron facilities, but with orders of magnitude smaller footprint

and power assumption. The overall proposed layout of CUBIX is outlined in Figure 1.

In this thesis, we explore the scaling down and multiplexing limits of photon-triggered field

emission cathodes composed of arrays of nano-sharp high-aspect-ratio silicon pillars. We

examine both the multi-photon regime and the strong-field tunneling regime of the emission

process using near IR pulses at various pulse energies. In addition, we explore how the geometry

of the array (e.g., pitch) and the morphology of the pillars (e.g., tip radius and height) affect the

electron emission. We model the structure using 2D and 3D COMSOL Multiphysics, collect

experimental data on actual devices, compare and explain the results from both simulations and

experiments. This work provides a framework for optimizing the geometry and the morphology

of pillars for future designers.
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Figure 1. Schematic of the accelerator components and emittance-exchange beamline, proposed in [2].

1.2 Thesis Organization

The outline of the thesis is as follows:

Chapter 2 explains the theory of the photoemission and the field emission.

Chapter 3 briefly explains the device fabrication and process flow.

Chapter 4 explains the 3D and 2D models and their verifications in depth. We also provide

evidence that supports the fact that the trend in the 3D models can be preserved in 2D models.

Chapter 5 explains the device characterization, including test set-up, test procedures and test

samples.

Chapter 6 summarizes both the simulation result and the experimental result. We compare and

intepret any similarities and discrepancies between both results.

Chapter 7 summarizes the work and possible ways to expand this work for future research.
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Chapter 2 Background and Theory

2.1 Theory of Field Emission

Electrons can be emitted from metal or semiconductor materials into vacuum through three

distinctive processes: photoemission, thermionic emission, and field emission. In photoemission

(as shown in Figure 2.a), electrons are emitted from the surface after being excited by photons

with energy that is larger than the workfunction of the material, q, and the number of emitted

electrons depends on the intensity of the beam. Photocathodes can produce ultra-short high-

current pulses suitable for applications such as free-electron lasers [12], but they require UHV to

operate due to their extreme sensitivity to contamination and humidity. In thermionic emission

(as shown in Figure 2.b), electrons are emitted from the surface when the thermal energy of the

electrons is larger than the workfunction of the material [13], so thermionic cathodes need to

operate at high temperatures (over 1250K). However, operating at high temperatures could

reduce the lifetime of the cathode if they operate in low vacuum and/or are exposed to reactive

gases.

In field emission (as shown in Figure 2.c), electrons are emitted from the surface when a high

electric, F, bends the vacuum level and reduces the barrier width. If the energy barrier is narrow

enough, electrons quantum tunnel out of the surface. The emitted current density J(F) is given by

J(F) = fN(Ex)D(Ex, F)dEx (1)

where E is the kinetic energy of the electron along the emission direction x, N(E,) is the flux of

carriers, and D(E, F) is the transmission probability through the surface barrier. The flux N(E)

depends on the velocity of the electron in the x direction, the density of states, and the Fermi

14



function. The transmission probability, D(E, F), is given by Wentzel-Kramers-Brillouin (WKB)

approximation [14],

DWKB(Ex, F) =exp -2 (p + Ef - Ex - qF)dx)

where m is the electron's effective mass, where h is Planck's constant, Ef is the Fermi level, q is

the electron's charge, and x is the distance along the barrier width.

incident wave

G
G

GGGG GGGG

4

Sb

0-
Ec
Er

(C)

o--------07
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F

Figure 2. Three distinctive processes of electron emission: (a) photoelectric emission, (b) thermionic emission, and

(c) field emission.
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After simplifications and approximations, Equation 1 results in the well-known Fowler-

Nordheim (FN) equation, which relates the field-emitted current to the electrostatic field at the

surface [14]:

AFN 2 -BFN(P2/3
I = atip <ptz y- F BF v(Y) (3)

where I is the current from the tip, art, is tip emitting area, AFN and BFN are constants, t(y) and v(y)

are Nordheim elliptic functions. The FN equation states that field emission current has an

exponential dependence with respect to the local electric field at the tip surface. The local

electric field, F, is enhanced by the emitter tip from the electric field of the incident photons, and

can be expressed as,

F = Peff - Fphoton (4)

where felff is the dimensionless field enhancement factor of the tip, and Ephotonl is the electric

field of the incident photons. In this project we extracted the dimensionless field factor from the

simulations and investigated how it changes with respect to the inter-emitter spacing, the emitter

height, and the emitter tip radius.

The electron emission of the photon-triggered field emission cathode can occur on either the

multiphoton regime (as Figure 2.a) or strong-field tunneling regime (as Figure 2.c). In the

multiphoton regime, electrons are excited by multiple photons to overcome the workfunction of

the material; this mechanism takes place when the cathode is triggered with low incident energy

(- <0.3 pJ). The other regime, i.e., the strong-field tunneling, takes place when the cathode is

triggered with high incident energy (~> 1 pJ). A transition between the two regimes can be seen

in the characteristic of the cathode, represented by a bending of the curve.
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2.2 Objective and Technical Approach

In this work, we explore the scaling down and multiplexing limits of photon-triggered field

emission cathodes composed of arrays of nano-sharp high-aspect-ratio single-crystal silicon

pillars. We are interested in exploring and understanding the emission process by collecting the

charge-energy characteristic of the device at various pulse energies, and investigating how the

characteristic changes with the structure of the array. In addition, with the help of simulations,

we explore how the geometry of the array (e.g., pitch) and the morphology of the pillars (e.g. tip

radius and height) impact the electron emission. Then we compare and discuss both results,

interpret and understand any similarities and discrepancies between the experimental result and

the simulation result. We aim to extract a feedback loop to optimize the geometry and

morphology of the device to achieve the highest emission and provide a framework for future

designers.
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Chapter 3. Device Fabrication

All devices were fabricated by Dr. Michael Swanwick of MTL. Using a CMOS-compatible

microfabrication process flow and -5 K2.cm n-type single-crystal wafers, we can fabricate very

uniform tip arrays with under I nm standard deviation across a 150mm wafer and also from

wafer to wafer [15]. First, an array of circular features is formed on the wafer using a 250 nm-

thick chemical vapor deposited (LPCVD) silicon-rich silicon nitride film, projection optical

lithography, and reactive ion etching (RIE). Then, a second array of circular features is created

on top of the first array using a 500 nm-thick plasma enhanced chemical vapor deposited

(PECVD) silicon dioxide film, projection optical lithography, and RIE; each oxide feature is

concentric within 0.1 pm to the nitride feature right underneath. Next, the body of the pillars is

etched using deep reactive ion etching (DRIE); the wafers are then cleaned and oxidized. The

oxidation step thins the pillars and the nitride features act as a diffusion barrier to form the tips.

The oxide and nitride films are removed using wet etchants, and highly uniform hexagonally

packed arrays of single-crystal silicon pillars topped by an ultra-sharp tip are resulted. The

process flow is summarized in Figure 3.

We fabricate silicon tip arrays with the pillar heights of 2 pLm, 4 pm, and 8.5 im, and pitches of

1.25 jim, 2.5 pm, 5 pim and 10 pim (1-64 million emitters.cm 2 ). The summary of the tested

devices is listed in Table I in Chapter 5. Figure 4 shows an SEM cross-section view of a

fabricated array of high-aspect-ratio Si pillars with 1.25 pm pitch, 8.5 pm height and tip radius

of-6nm.

18
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Figure 3. The process flow for fabricating arrays of single-crystal silicon pillars with an ultra-sharp tip.

Figure 4. (a) SEM cross-section view of emitter array with 1.25 pim pitch and 8.5 pm height; (b) close-up of a single

tip with an approximated radius of curvature of 6 nm.
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Chapter 4. Device Modeling

We used simulations to explore how the geometry and the morphology of the Si pillar enhance

the electric field at the tip. It is not only cost-efficient and time-efficient, but also helps develop a

feedback loop to design better devices. We used COMSOL Multiphysics to simulate the field

enhancement of the structure near the tip. COMSOL takes advantage of a numerical technique

called finite element method (FEM), which finds approximate solutions to boundary value

problems for partial differential equations (PDEs). FEM divides a large domain into many small

subdomains (called finite elements), solves each subdomains by minimizing an error function,

and produces a stable solution for the large domain [16].

4.1 3D Simulation Model: Design & Verification

We needed to develop a 3D model to simulate an infinite 2D array of Si pillars. The geometry of

the pillar should resemble the actual device seen in Chapter 3 - a cone structure with a

hemispherical cap with a radius of 6nm. An efficient way to simulate an infinite 2D array is to

simulate the unit cell with appropriate boundary conditions.

The complete 3D model is shown in Figure 5. It consists of a single tapered pillar 2.0 ptm tall and

0.7 ptm wide at the base with a 6 nm radius hemispherical cap. Perfectly Matched Layers (PMLs)

are added on the top and bottom to absorb the excited and higher order modes. Floquet

periodicity is applied on the four sides of the unit cell to simulate the infinite 2D array. The port

boundary condition is applied on the interior boundary of the PML as the excitation port to

radiate the 800nm incident wave at a glancing angle of 840 from normal (the same experimental

setup described in [17]).
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Figure 5. The 3D COMSOL model consists of a single pillar, PMLs on the top and bottom, Floquet periodicity on

four sides and a source port with an incident 800nm wave at a glancing angle of 840.

One important parameter we need to tune is the element size for meshing. A rule of thumb is that

the maximum element size has to be less than one fifth of the wavelength [18]. In our case, since

the wavelength is 800 nm, so the maximum element size has to be less than 160 nm in vacuum,

and less than 46 nm in Si (due to Snell's law). Therefore, we picked the element sizes of 140 nm

in vacuum and 40 nm in Si. Also, since the radius of the tip is very small (-6 nm), we need to

mesh extra fine near the tip. Therefore, we defined a 50nm by 50nm cubic around the tip with the

maximum element size of 5 nm. Figure 6 shows that the tip is well meshed with the element size

of about 1.5 nm.

Figure 6. The tip is well meshed with the element size of about 1.5 nm.
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After creating the model, we validated it by verifying the Fresnel equations between Si and

vacuum before inserting the Si pillar. Fresnel equations describe the behavior of light when

moving between media with different refractive indices. Equation 5 predicts the p-polarized

reflectance between two media.

2

I t- n2 COS 2 nj 1- in oi - n2 COS 

RP = nj COS t + n2 F's -Q! n2
~iOO fCSi - (--sin )2 + n 2 cos Oi

In our case, nj is the refractive index of vacuum and n2 is the refractive index of Si, O, is the

incident angle (840), and 0, is the refractive angle from Snell's law. Therefore, the analytical

reflectance between Si and vacuum is 0.202. The simulated reflectance from our model is 0.194,

and the error of 0.008 is within 4%. Therefore, it confirms that our model is correctly

implemented.

As an example, we set the pitch to be 1p m and ran the simulation of the 3D model. A 2D slice

contour plot (Figure 7) shows the simulated electric field from a 1 GV/m incident field on an

emitter using frequency domain analysis. The maximum electric field at the tip is about 4.2

GV/m, i.e., the emitter tip has an enhancement factor of -4.2. We further increased the pitch till

1.75 pLm and plotted the corresponding field factors in Figure 8. Figure 8 shows ripples on the

curve, which makes it hard to extract the relationship between the field factor and the pitch, so

we would like to expand the model for pitches beyond 1.75 pm. However, at the pitch of 1.75

pm, the model has to solve about 6 million degrees of freedom, and takes more than 24 hours to

converge. Running the model with 2 pm pitch required more computational memory beyond the
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capacity of MTL servers, so the solution never converges. As a result, we decide to switch to 2D

model, which costs less memory and time, so we can expand the models for pitches beyond 2 gm.

A 4.21
x 10"

I [V/m]

2.012
2.01

2.008
2.006
2.004
2.002

[pm] 2
1.998
1.996
1.994
1.992

1.99
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1.986
1.984 I

V
[IMI

0.0

Figure 7. 2D slice contour plot from the 3D model with 1 pm pitch, 2 pm pillar height and a I GV/m incident field

shows that the maximum electric field at the tip has a field enhancement factor of-4.2.
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Figure 8. The plot of the enhancement factor vs. the pitch between 1 pm andl .75 gm shows ripples.
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4.2 2D Simulation Model: Design & Verification

The 2D model is very similar to 3D model by assuming symmetry in one axis (z-axis in our case).

The complete 2D model is shown in Figure 9. However, due to losing one axis, the 2D model

simulates infinite ridges on an infinite ID array instead of the pillar in the 3D case.

PMLS

Source Port

Floquet periodic
condition

Y

Silicon Pillar Z X

Listener Port
PMLS

Figure 9. The 2D COMSOL model consists of a single pillar, PMLs on the top and bottom, floquet periodicity on

two sides and a source port with an incident 800nm wave at a glancing angle of 840.

Since 2D model is memory-efficient, we further decreased the maximum element sizes for

meshing. For 2D models, we picked the maximum element sizes of 120 nm in vacuum, and 30

nm in Si.

Similarly, we validated the 2D model by verifying the Fresnel equation between Si and vacuum

without the Si ridge. Recall that the analytical reflectance between Si and vacuum is 0.202. The

simulated reflectance from 2D model is 0.196, and the error of 0.006 is within 3%. Therefore, it

confirms that our 2D model is correctly implemented.

As an example, we set the pitch to be 1 pm and ran the simulation of the 2D model. The 2D

surface plot (Figure 10) shows the simulated electric field from a I GV/m incident field on an
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emitter using frequency domain analysis. The maximum electric field at the tip is about 1.7

GV/m, i.e., the emitter tip has an enhancement factor of-1.7.
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Figure 10. 2D surface plot from the 2D model with 1 ptm pitch, 2 Am pillar height, and a 1

shows that the maximum electric field at the tip has a field enhancement factor of -1.7.

1/M]

GV/m incident field,

Both Figure 8 and Figure 10 show the field enhancement for the same nominal structure, but the

3D model has a much larger enhancement factor than 2D model. This difference is due to the

difference in the geometry of 3D model and 2D model, as 3D features more effectively

concentrate the field lines compared to 2D features. The 3D model simulates a unit cell with one

single pillar, while the 2D model simulates a unit cell with a single ridge (infinite in z-axis).

Since we used TM mode, E is zero for both models. With sin(84*)>>cos(84), we can conclude

that Enon can be represented well by EY alone. It makes sense that Ey in the 2D model is visibly

less than EY in the 3D model because the wave interacts with the infinite ridge in 2D case, while

the wave interacts with a hemispherical tip in 3D case. Hence, the field is less enhanced in the

2D case.

25



Figure II compares Ex and Ey in both 2D and 3D models of similar structures (both simulate the

structure with 1.5 gm pitch and 2 pm height). Even though both models show different field

factors (-4.7 from the 3D model and -1.8 from the 2D model), they show similar enhancement

pattern near the tip in x-axis and y-axis. For example, both models result in two lobes in the x-

direction, and one lobe in the y-direction. However, the field lines in the 3D models are more

concentrated near the tip, while the field lines in the 2D model are more diverged. Because of the

similar enhancement patter near the tip, we are confident that the trend in 3D model is preserved

in 2D model, even though the numerical values are different.

I.3 f"I aj

2D mode

Figure 11. Both models simulate the structure with 1.5 ptm pitch and 2 pm height with the same incident field of

I GV/m, and the enhancement patterns near the tip in the x-direction and y-direction are shown above. Given similar

structures, both models show similar enhancement pattern.

More results from 2D simulations are discussed in Chapter 6.
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Chapter 5. Device Characterization

In this chapter, we discuss how the charge-energy characteristics of the devices were collected.

5.1 The photocathode vacuum system

The simplified schematic of the photocathode vacuum system is shown in Figure 12. The

measurement takes place in a vacuum chamber, which was built by Dr. Michael Swanwick. The

vacuum level inside the chamber is in the order of 10-'-10-8 Torr. The chip is connected to

ground through a picoammeter (Keithley 6485). The anode electrode, a 0.25" diameter plate, is

placed 3 mm above the tips and is connected with a source-measuring unit (SMU: either

Keithley 237or Keithley 248), which provides various voltage biases between 1OV and 5000 V.

The cathode was excited with 35 fs 800nm laser pulses at 3 kHz repetition rate from a

regeneratively amplified titanium sapphire oscillator seed. The laser pulses hit the samples at an

840 grazing incidence, creating a 765 pim by 80 gm ellipse. The intensity of the incident wave is

controlled by changing the waveplate angle through a LabView script and switching different

filter lenses (Odb, 10db and 20db). The data are collected using a LabView script. A close-up

view of the actual chamber is shown in Figure 13.

Keithley 237, 0-1000V
Keith ley 248, 1000-5000V

Laser Beam
35fs Ownm,

Vacuum Chamber: @ 3 kHz
1047- 10-storr

6*

I.-------------- ----------

Keithley 6485 A

Figure 12. The simplified schematics of the photocathode vacuum system.
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Figure 13. A close-up view of the actual chamber from [17].

5.2 Test procedure

Before testing, the chip is dipped in 2% HF acid to remove native oxide and then placed into the

vacuum chamber. We start the turbo-molecular pump and diaphragm pump and wait till vacuum

level falls to ~10- Torr. The laser amplifier requires warming up for 1 hour before taking

measurement. Then we align the laser with the center of the sample roughly. We also need to

tune the polarization angle and the laser compression to maximize the current. The sample needs

to sit in the chamber for at least 20 minutes with the voltage bias of 1 00V and the intensity of

1.4pJ (@6W, 10db) to stabilize current readings. We use Keithley 237 and Keithley 248 to

sweep the anode bias between 1OV and 5000V. At each voltage bias, we sweep the incident

energy between ~102 piJ and -10 pJ, and record the current readings using a LabView script.

28



The data later are processed with MATLAB to obtain charge-energy characteristics. The result of

experimental data is discussed in Chapter 6.

5.3 Table of Samples

We fabricate silicon emitter arrays with the pillar heights of 2 pm, 4 pm, and 8.5 gm, the pitches

of 1.25 pm, 2.5 pm, 5 pm and 10 gm (1-64 million emitters.cm-2) and constant taper, so there

are totally 12 different kinds of devices. We tested at least one sample for each kind, and the

samples we tested (recognized by the wafer number) are summarized in Table 1.

Index Pitch (pm) Height (sm) Wafer Number

1 1.25 2 W74

2 1.25 4 W31, W73

3 1.25 8 W32, W71

4 2.5 2 W57

5 2.5 4 W26, W60

6 2.5 8 W28, W61

5 2 W53

8 5 4 W52

9 5 8 W51

10 10 2 W65

11 10 4 W64

12 10 8 W39, W63

Table 1. The summary of the tested samples.
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Chapter 6. Results and Discussion

In this chapter, we discuss and compare the results from both simulations and experimental data,

and explain any discrepancies.

6.1 Simulation Results

According to the Fowler-Nordheim equation (i.e. Equation 3), the field emission of electrons

depends exponentially on the field enhancement. If we can increase the field enhancement at the

tip, we will achieve the same emission by using pulses orders of magnitude less intense. We used

2D models to explore how the geometry and the morphology of Si pillar enhance the electric

field at the tip. There are several parameters that we are interested in studying. First, we want to

know how the radius of hemispherical tip affects the field enhancement. The field enhancement

factor is proportional to 1/r' or r-', where r is the tip radius, and n > 0. If our simulations

verify this relationship, we are confident about the 2D models. Second, we are interested in how

the pitch, i.e., the distance between each pillar, affects the field enhancement. Third, we want to

explore how the pillar height affects the field enhancement. Since taller pillars require longer

etching step and are hence more costly and harder to make, it is preferred to fabricate shorter

pillars.

We simulated arrays with pitches between I pim and 100 pim and the fixed height of 2 pim for tip

radii of 6 nm, 12 nm, and 24 nm, and the result is shown in Figure 14.a. We also extracted a

numerical model which relates the field factor at the fixed pitch of 100 pim to the tip radius as

shown in Figure 14.b. The model has a negative power dependence factor (i.e. -0.278) on the tip

radius, which agrees with the expected trend. It means that the field factor is a strictly decreasing

function of the tip radius. In addition, 2D models lose the z-axis (as shown in Figure 9), so it is

30



insensitive to the change of the tip radius in the z-axis. Therefore, we expect to observe a

stronger power dependence factor in the 3D case.

Figure 14.a also shows that the field enhancement is strictly increasing with respect to the pitch.

In the low-pitch range, the field enhancement increases rapidly due to the decreasing tip-to-tip

shadowing as the pitch increases [17]. In the high-pitch range, the field enhancement saturates,

because when the pitch is large enough (approaching to infinity), pillars are far apart and it is

equivalent to simulate a single pillar on an infinite 2D array, whose field enhancement should be

constant.

7-
6L

555 y = 9.329x-.
78

R=1

2

Lu
2--

r--=6nm

1- r=12nm 4

(a) ~-~'=24n" (b)

0 20 40 60 80 100 5 10 15 20 25
Pitch (pm) Tip radius (nm)

Figure 14. (a) Plot of the field factor vs. the pitch for various tip radii of 6 nm, l2nm, and 24 nm, with pitches

between 1 pim and 100 gim, and the fixed height of 2 pim, (b) a power fit was extracted for the relationship between

the field factor at the fixed pitch of 100 pin and the tip radius.

The curves in Figure 14.a have ripples, and these ripples seem to repeat periodically. To further

explore these ripples, we run finer sweeps of the pitch range with the step size of 10nm, and the

result shows that the period of these ripples is about 400 nm, which is half of the wavelength of

incident wave (800 nm). In order to confirm this relationship between the ripple period and the

wavelength, we set the wavelength at 800 nm, 900 nm, 1000 nm and 2000 nm, and the result is
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shown in Figure 15. The ripples are indeed periodic and their periods are summarized in Table 2.

The period is a little over half of the wavelength consistently, but no particular relationship

between the amplitude of the ripples and the wavelength was found.

a..
0
U
U
IL

U
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4.5L

4

3.5

2.5
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lamda = 900nm
1.5 -lamda= S00nm

lamda = 2000nm
_lamda = 1000nm

5 5.5 6 6.5 7
Pitch (pm)

7.5 8 8.5

Figure 15. Field factor vs. pitch between 5 pLm and 8.5 gm with the step size of 10 nm for various wavelengths

shows that the ripples are periodic and the period is proportional to the wavelength of the incident wave.

Table 2. Summary of the incident wavelength and the ripple period. The period of the ripples

wavelength in all cases.

is about half of the
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Wavelength X (nm) Peak to Peak Period (nm) Ratio

800 411 0.514

900 465 0.517

1000 518 0.518

2000 1040 0.52



The occurrence of these ripples can be explained by Bragg diffraction. When electromagnetic

radiation with wavelength comparable to atomic spacing is incident upon a crystalline sample,

the waves are scattered in a specular fashion by the atoms in the system. They can undergo

constructive or destructive interference. The constructive interference results in very strong

intensities known as Bragg peaks, which follow the Bragg's Law [19].

\\\\ \ / I///

A& \/

: * ~ OX/dsiflO

*0 AO

Figure 16. The mechanism of the Bragg diffraction at the atomic level. The incident waves are scattered off by

atoms (black dots) and the Bragg peaks occur when the scattered waves are in constructive interference [20].

Figure 16 illustrates the mechanism of the Bragg diffraction at the atomic level. Two incident

waves with identical wavelength, I, and identical incident angle, 0, approach a lattice of atoms

with identical spacing, d. The waves are scattered off by two adjacent atoms within the lattice.

The lower beam traverses an extra length of 2dsinO. Constructive interference occurs when the

two scattered beams are in phase, i.e. when this extra length is equal to an integer multiple of the

wavelength of the radiation.

In our case, we treat Si pillars as the black dots in Figure 16. Then the spacing, d, becomes the

pitch between the pillars. Therefore, we can derive Equation 6 from the Bragg's Law, where p is

the period between peaks in the field enhancement function, 2 is the wavelength, 0 is the incident

angle, and n equal to 1 (the minimal cycle).
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nA A

2 sin 6 2 sin6 (6)

Since the incident angle is 840, sin 0 ; 1, and by Equation 6, p ~ A/2. So the period is about half

of the wavelength, which agrees with the simulation result. However, if we substitute the precise

incident angle (84*) into Equation 6, the ratio of period to wavelength is 0.503, which is smaller

than the ratios listed in Table 2. We propose two possible explanations for the discrepancy. First,

simulations usually have some numerical artifacts [21]. Therefore, this discrepancy is possibly

just a byproduct of numerical artifacts. Second, we simplify our problem by treating the Si pillars

as atoms (or black dots), so we ignore the impact of the geometry of the pillar, which can affect

the diffraction pattern.

We are also interested in how the height affects the field enhancement. As mentioned above, it is

harder and more costly to make taller pillars, so shorter pillars are preferred. We vary the height

of the pillar from 0.2 gm to 2 gm in the simulations and the result is shown in Figure 17.

6 '- L L L L L

5-

:3-.-. -H =2pm '

~-H = 1.6pm

2 -- H = 1.2pm-

-H =0.8pm

-- H = 0.4pm

0 10 20 30 40 50 60 70 80
Pitch (pm)

Figure 17. Field factor vs. pitch for various heights between 0.4 pm and 2 gm. The simulations show that the field

enhancement is a strictly increasing function of the pillar height with a diminishing return. For example, the field

factor of 2.0 gm is only slightly greater than the field factor of 1.6 pm.
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For all the heights we simulate, we observe that the similar trend in Figure 14, i.e. the field

enhancement increases rapidly in the low-pitch region and saturates in the high-pitch region.

Also, it is clear that the enhancement factor is a strictly increasing function of the height of pillar,

but this relationship is not linear. For example, the enhancement of the 2.0 pLm tall pillar is only

slightly greater than that of the 1.6 pm tall pillar. Therefore, the effect of the height on the field

enhancement is diminishing. At some point, even if we continue increasing the height, the field

enhancement should be about the same.

Another interesting finding of Figure 17 is that the ripple amplitude is a strictly increasing

function of the pillar height. This can be explained by the mechanism shown in Figure 18.

Imagine that the black dots on Figure 16 have some depth, i.e. the pillar height. When the surface

is smooth or the pillar height is small, the waves are reflected by both the surface and the tips, so

the difference in paths is not in phase, which results in mild ripples. When the height is large,

some incident waves are trapped between two pillars and only the interference of the beams

reflected by the tips is observed, so the difference in paths is common to all reflected beams and

strong Bragg's diffraction occurs.

H

H

Figure 18. When the depth, i.e. pillar height, increases, some incident beams are trapped between two pillars, and

only the interference of the beams reflected by the tips is observed, so the paths have the exact difference of length

and the pure Bragg's diffraction occurs.
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We are interested in extracting the relationship between the field factor and the pitch when the

height is constant. We fit several numerical models (such as the logarithmic fit and the

exponential fit) using the least square regression, and chose the exponential fit to describe the

relationship between the field factor and the pitch for constant heights. The plot of the field

factor predicted by the model of exponential fit for various heights between 0.4 pim and 2 pim is

shown in Figure 19. There are two reasons for choosing the exponential fit: first, the exponential

fit gives the largest R squared; second, the exponential model predicts that the field factor

saturates at the high pitch, which agrees with the diminishing return of the pitch observed in

Figure 17. We also observe that the exponential dependence factor (i.e. the coefficients in front

of the pitch, x) becomes less negative as the pillar height increases. It means that, as the pillar

height increases, a larger pitch is needed to achieve the same level of saturation. A numerical

analysis on the level of saturation is discussed later in Figure 22.

We are also interested in finding how the saturated field factor, i.e. the field factor when the pitch

is very large, is related to the height. We extract the saturated field factor from Figure 19, and

then we fit several numerical models including the logarithmic fit, the square root fit, and the

exponential fit, using the least square regression.

We decided to choose the exponential fit (as shown in Figure 20) to represent the relationship

between the saturated field factor and the height because (1) the exponential fit has the largest R

squared value, (2) the model predicts that the field factor will saturate around 9.4, which agrees

with the diminishing return of the increasing height and pitch.
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Figure 19. The plot of the field factor predicted by the model of exponential fit vs. the pitch for various heights

between 0.4 pim and 2 pim. The equations and R2 values are listed in the legend for all the heights, where y is the

field factor and x is the pitch.
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Figure 20. The plot of the saturated field factor predicted by the model of exponential fit vs. the height.
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We would like to expand the simulation for structures with heights above 2 pm since we

fabricated devices with heights of 4 gm and 8.5 gm. However, as shown in Figure 21, the field

factor doesn't saturate as Figure 17 for pillar heights above 2 pm; the curves bend down instead,

which is unexpected. One possible explanation is that the numerical artifacts for models with

pillars height > 2 pim are too large. From first principles, we expect increasing height to help the

field factor, as the influence of the flat surface would be less (as shown in Figure 18).

So far, we have seen several trends: (1) the field factor has a negative power dependence factor

on the tip radius (i.e. the field factor is a strictly decreasing function of the tip radius), (2) the

electric field is enhanced rapidly in the low-pitch region and saturates in the high-pitch region,

and the relationship between the field factor and the pitch at the fixed height can be described by

an exponential decay as shown in Figure 19, (3) the saturated field factor is a strictly increasing

function of the height with a diminishing return and this relationship can be described by the

model of exponential fit as shown in Figure 20.
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Figure 21. The plot of the field factor vs. the pitch at the heights of 2 pm, 4 pm and 8.5 pm. For pillar heights above

2 pm, the field enhancement doesn't saturate as in Figure 17; instead it bends down.
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In practice, the designers may face more specific problems. For instance, if we want to fix the

pillar height to be 2 pm, how could we choose the pitch to maximize current emission? On the

one hand, we want the pitch as small as possible so that we can increase the emission of

electrons by increasing the number of emitters. On the other hand, we want to increase the pitch

so that it can reach its best field enhancement. Clearly, the designer faces a trade-off here, so we

are particularly interested in finding the ideal pitch to height ratio which allows almost the best

field enhancement while being packed as close as possible. In other words, what is the minimum

pitch to height ratio that allows the enhancement factor reaches 90%, 95%, or 99% of its best or

saturated value? We use the smooth curves and the saturated field factor in Figure 19 to extract

the combination of height and pitch, which reaches 90%, 95% and 99% of the saturated value,

and plot these points in Figure 22.

0

4-

0 H=0.4pm
U - H=0.8pm

V- H=1.2pm

0

.2
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Pitch (pm)

Figure 22. Plot of the field factor vs. the pitch for various heights. For each height, we extract the combination of

height and pitch which reaches 90%, 95%, and 99% of its saturated value.

The pitch to the height ratios that reach 90%, 95% and 99% of the saturated value are

summarized in Table 3. We also add the average of the ratios and the standard deviation as
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percentage of the average. The ratios that reach 99% of the saturated have the smallest standard

deviation percentage, so it is more consistent. If we want to achieve 99% of the saturated field

factor, according to Table 3, we need to make the pitch about 46 times the emitter height. These

ratios can help designers determine the appropriate combination of pitch and height for different

applications.

Height (pm) 99% Ratio 95% Ratio 90% Ratio

0.4 45 23.2 14.25

0.8 41.25 22.625 15.375

1.2 51.7 20.83 16.5

1.6 42.5 27.69 20.625

2.0 47.5 30.5 22

Average 45.58 24.97 17.75

Standard
Deviation as %
of the average

Table 3. The summary of the pitch to height ratios that reach 99%, 95%, and 90% of the saturated values.

6.2 Experimental Results

We test the devices listed in Table 1 following the procedure described in Section 5.3 and

process the data using MATLAB scripts. From the last section, we observe that the field
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enhancement is a strictly increasing function of the height, which can be modeled by the

equation in Figure 20. We are interested in whether it holds true for the actual devices. At the

fixed pitches of 1.25 gm, 2.5 jim, 5 pm, and 10 pm, we compare the charge-energy

characteristics (the incident energy as x-axis and total emitted charge as y-axis) for various

heights of 2 pm, 4 jsm, and 8.5 ptm at the anode bias of 1000V.
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Figure 23. Total emitted charge vs. incident energy for various heights of 2 gm, 4 gm, and 8.5 pim at the fixed

pitches of (a) 1.25 gm, (b) 2.5 gim, (c) 5 pm and (d) 10 pm at the anode bias of 1000V. In each plot, we also label

their power dependence slopes in both low and high intensities where P means the incident energy.
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From Figure 23, we observe that the emission has two processes: multi-photon process and

tunneling process. At low intensities, since the electric field at the tip is not strong enough to

bend the potential barrier, we expect the electron to absorb three photons simultaneously in

order to escape from the tip surface, since the electron affinity of Si is 4.05 eV, and the photon

energy with the wavelength of 800 nm is 1.55 eV. As shown in Figure 23, the power

dependence slopes for all pitches are over 3 at low intensities (<0.3 J), so the experimental

result agrees with the three-photon absorption process.

As we increase the intensity of the laser pulses, the electric field at the tip increases and the

electrons tunnel into the continuum faster than they can oscillate back into the tips [22], [23].

This regime is commonly referred to as the strong-field or tunneling regime and it follows a

time-averaged Fowler-Nordheim model [24]. For high pulse energy, the strong field emission

model in [25] predicts that the slope at the highest current yield is ~1.2 at the fixed bias of

IOOOV without the consideration of space charge. Figure 23 (c) and (d) both have slopes (1.07

and 1.06) close to 1.2. However, Figure 23 (a) and (b) have slopes less than 1. This can be

explained by the development of a space-charge induced virtual cathode [25] at lower pitches

(1.25 im and 2.5 pm). As electrons form a current sheet above the emitter, this virtual cathode

suppresses the electron emission [26]. The strong field emission model in [25] with the

consideration of space-charge limitation predicts a slope of 0.51 at the highest current yield with

the bias of I OOOV. This value agrees with the slopes of Figure 23 (a) and (b). The effect of the

virtual cathode is worse at the lower pitches (1.25 pm and 2.5 gm), which may be due to the

closer packing of pillars at the lower pitches.

Now we can explore how the height of pillars affects the emission of the actual devices. In

Figure 23 (d), the charge emission is strictly increasing with respect to the pillar height, which
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agrees with the simulation result. In Figure 23 (a), (b) and (c), the charge emission is almost the

same for different heights. Therefore, as the pitch decreases, the effect of the pillar height is

diminishing. This is consistent with the simulation result. In Figure 17, the field factors for

various heights overlap at low pitch (<10 pm), and spread out at high pitch, so the effect of the

pillar height is not significant at smaller pitch compared to larger pitch. Therefore, we observe

that the pillar height has a larger impact on the charge emission for the pitch of 10 gm.
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Figure 24. Charge-energy characteristics at pitches of 1.25

2pm, (b) 4 gm, and (c) 8.5im at the anode bias of IOOOV.

gm, 2.5 pLm, 5 gm and 10 pm given pillar heights of (a)
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We can also explore how the pitch affects the emission of electrons. In Figure 24, we plot the

charge-energy characteristics at various pitches of 1.25 pm, 2.5 pm, 5 pLm and 10 pim given pillar

heights of 2pm, 4 pm, and 8.5 pm at the anode bias of 1000V. In the last section, the simulation

result shows the field factor is a strictly increasing function of the pitch, which can be modeled

by the equation in Figure 19. The total emission increases as the pitch increases if we compare

the total emissions of devices with pitches equal to 1.25 pm, 5 pm and 10 pm. However, the

emission is not only related to the field enhancement, but also related to the number of emitters

on the array. This is the trade-off between the field enhancement and the pitch scaling mentioned

in the last section: as we decrease the pitch, the decrease of the field enhancement can be

compensated by the increase of number of tips on the array. From the experimental results, we

observe that the pitch of 2.5 pm produces the highest total charge emission, but it doesn't

necessarily means that 2.5 pm is the optimum pitch since we varied the height and pitch using a

few discretized values of the ranges.

Another interesting observation from Figure 24 is that the charge-energy curves are converging

at the high intensities. However, the convergence seems to take place for intensities beyond 10

pJ, which is close to the threshold energy for damage of the device [17].

To verify whether these trends hold true for another voltage bias, we also plot the charge-energy

characteristics at a fixed bias of 100V for pillar heights of 2 pim, 4 pm and 8.5 pm. Figure 25 (a),

(b), and (c) show very similar charge-energy characteristics as Figure 24 (a), (b) and (c), so we

are confident that these trends hold true for other biases as well.

We are also interested in exploring how the emission per tip will vary with the pitch. To obtain

the plot of the emission per tip, we need to calculate how many emitters the laser spot (a 765 Im

by 80 jm ellipse) bathes for each pitch. We know that the number of emitters for the array of
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5um pitch is -2220 [17], and we also know that the number of emitters is proportional to

1/(1.15 -pitch2 ), where the factor of 1.15 reflects the hexagonal packing of the array.

Therefore, we can calculate numbers of emitters for each pitch. Figure 26 shows that the larger

pitch gives a better emission per emitter, especially at high intensities (>-3J). This is due to the

better field enhancement at the tip at larger pitch, which agrees with the simulation result.
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Figure 25. The plot of the charge-energy characteristics at various pitches of 1.25 pm, 2.5pm, 5pm and 10 pm

given pillar heights of(a) 2pm, (b) 4 pm and (c) 8.5pm at the anode bias of 100V.
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Figure 26. The plot of the charge emission per tip for various pitches of 1.25 gm, 2.5pm, 5pm and 10 pm after

adjusting the number of tips at the heights of (a) 2 gm, (b) 4 pm, and (c) 8.5 pm at the anode bias of IOOOV.

At the fixed incident energy, we studied how the charge emission varies with pitch scaling and

the result is shown in Figure 27. Again, the device with 2.5 pm pitch has the highest emission.

Figure 27 show a similar voltage dependence slope (-0.28) for all four emitter pitches and this

slope is very close to the slope (-0.33) in [25]. The voltage dependence slope is smaller than 1

indicating that the emission is not fully space-charge limited due to the virtual cathode effect.
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Figure 27. Charge emission vs. anode voltage between IOV and 1000V for devices with 8.5 gm pillar height and

various pitches at the fixed incident energy of 8.4 PJ.

We are interested in studying the quantum efficiency (QE) of our devices as well. QE is a

measurement of how efficient a device emits electrons when irradiated by incident photon of

certain wavelength, and is usually measured as the number of electrons emitted per incident

photon. Equation 6 calculates QE

number of electrons total charge/q
number of photons incident energy

energy per photon

where q is the elementary electric charge and the energy per photon with the wavelength of

800nm is 1.55 eV. By Equation 6, we obtain the plot of QE for various pitches at the heights of 2

pm, 4 pm and 8.5 pm. As shown in Figure 28 (a), (b) and (c), the QE first increases rapidly at

low intensities (<-0.6 pJ), which corresponds to the 3-photon absorption process. At high

intensities (or the strong field emission process, -1 pJ), the QE saturates and becomes flat. For

the pitches of 1.25 pm and 2.5 pm, the QE actually bends down after the flat regime. Recall that

the virtual cathode effect is worse at the lower pitches (1.25 pm and 2.5 jm) as shown in Figure

23, so the bend-down of QE is due to the virtual cathode effect.
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As shown in Figure 28, the overall QE does not exceed 10-6, which is high considering that only

a very small fraction of the emitter surface is utilized, as the tip diameter is ~12 nm and the tip

spacing is in order of microns. The emission is also greatly enhanced as compared to that of on

planar Si, which has a QE of 10-10 [25]. The device with the pitch of 2.5 pm has the largest QE,

which is another piece of evidence that there exists an optimum pitch with the best emission

around 2.5 gim. At the fixed pitch of 2.5 pm, we observe that the height doesn't have a strong

impact on the QE, as shown in Figure 28 (d), although the height of 4 gim yields the best QE.
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Figure 28. The plot of QE as a function of laser pulse energy for various pitches at the heig hts of (a) 2 Am, (b) 4 Am,
(c) 8.5 pm, and (d) at the fixed pitch of 2.5 pm, the plot the QE vs. incident energy for different heights.
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Based on the trends we have seen so far, the device with the best emission is the structure with

2.5 gm pitch. At the pitch of 2.5 sm, the height doesn't have a strong impact on the performance

when the height is above 2 gm. To examine the stability of the performance of the device with

the pitch of 2.5 ptm, we expose this device on four different sample locations with four different

combinations of incident energy and bias for 1800 seconds with the beam being unblocked at

time Os at an unexposed area. The emission is plotted as a function of time in Figure 29. All four

curves show stable current emission after 8 million pulses, which is important for electron source

applications to survive millions of cycles at high charge output [25]. The lowest curve has lower

noise than the others. The highest curve shows an average 2.4 pC electron emission (7.2 nA of

average current) at the incident energy of 9.5 pJ and the bias of 5000V.
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Figure 29. Current emission as a function of time. The device with 2.5 gm pitch and 8.5um height is exposed with

four different combinations of incident energy and bias for 1800 seconds.

To demonstrate the effect of field enhancement on the tip emission, the charge yield is measured

while rotating the polarization angle (6) at a fixed bias of 1000 V for the device with 2.5 jim
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pitch and 8.5 ptm height. For low pulse energies (<-0.3 pJ), peak emission occurs when the

polarization was along the axis of the tip, and minimum emission for the orthogonal polarization.

The emission has a sin6 (0) dependence on the polarization and corresponds to the 3-photon

absorption process [25]. In the case of high pulse energies, the polarization followed a sin2(0)

dependence, corresponding to the tunneling regime, but there is another mechanism which

contributes to the second harmonic in Figure 30 (b). This mechanism has a cos2(20) fit which

reverses the polarization (i.e. minimum along the axis of the tip, and maximum at the orthogonal

polarization). This extra emission is due to the increase the surface area along the shank of the

tips.
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Figure 30. The charge yield as the function of the polarization angle (0) at (a) low pulse energy (0.3 J), and (b)

high pulse energy (0.7 pJ).
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Chapter 7. Summary and Future Work

We used simulations to explore how the geometry and the morphology affect the emission of the

photocathode emitter arrays. Based on 2D simulations, we have seen several trends. First, the

field factor has a negative power dependence factor on the tip radius (i.e. the field factor is a

strictly decreasing function of the tip radius). Second, the electric field is strictly increasing with

respect to the pitch; moreover, it is enhanced rapidly in the low-pitch region and saturates in the

high-pitch region. The relationship between the field factor and the pitch at the constant height

can be modeled by an exponential decay fit. Third, the field factor is strictly increasing with

respect to the pitch with a diminishing return. Similarly, the relationship between the saturated

field factor and the height can be modeled by an exponential decay fit as well. Fourth, we

extracted a table of pitch to height ratio for different percentage of saturation level. For example,

if we want to achieve 99% of the saturated field factor, we need to make the pitch about 46 times

the emitter height.

We also characterize the devices, especially their charge-energy characteristics. We observe that

the emission process has two main processes: the 3-photon absorption process and the strong

field or tunneling process. We also observe the formation of a virtual cathode at high charge

emission yields and the virtual cathode effect is worse for low pitch. Our experimental result

agrees with the simulation result. For instance, Figure 23 (d) is a strong piece of evidence that

the field factor is strictly increasing with respect to the height but with a diminishing return.

Another important finding is that there exists an optimum pitch with the highest emission around

2.5 jim, due to the trade-off between the field enhancement at the tip and the number of emitters.

At the pitch of 2.5 pm, devices with heights of 2 ptm, 4 pm and 8.5 ptm all have similar emission,

although the device with the height of 4 [pm resulted in a slightly larger QE. Therefore, we
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conclude that the device with the highest emission is the one with the pitch of 2.5 ptm and the

height 2 gm.

In the future, we could expand this work in several ways. Due to the constraint of the

computation ability of MTL servers, we could only simulate 2D models even though 3D models

are more accurate. Therefore, it would be advantageous to use 3D models to extract the exact the

field factor. Also, the simulation shows that the device with the height of only 0.2 pm still can

achieve a field factor of -2.4. Therefore, it will be interesting to fabricate devices with shorter

pillars (below 2 pm) and to see whether it still produces satisfactory performance.

Also, we have seen from the experimental result that the current best device with the highest

emission is the one with 2.5 pm pitch and >2 gm tall. However, it doesn't necessary mean that

the optimum pitch is 2.5 gm. It will be interesting to fabricate devices with pitches that is less

than and greater than 2.5 pLm (such as 2 pm and 3 pm) so we know where the true optimum pitch

is.

Both the simulation and device characterization ignore how much momentum the electron carries

when it is emitted from the tip. We can perform a time of flight (TOF) electron spectrometer,

which measures the longitudinal electron energy spectrum as a function of pulse energy. It will

be interesting to see how the emitted electrons' energies spread on the energy spectrum for

devices with different pitches, and how it compares to previous work reported in the literature

[25].
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