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Abstract

The photovoltaic technology has been attracting widespread attention because of its effective
energy harvest by directly converting solar energy into electricity. Thin-film silicon solar
cells are believed to be a promising candidate for further scaled-up production and cost
reduction while maintaining the advantages of bulk silicon. The efficiency of thin-film
Si solar cells critically depends on optical absorption in the silicon layer since silicon has
low absorption coefficient in the red and near-infrared (IR) wavelength ranges due to its
indirect bandgap nature. This thesis aims at understanding, designing, and fabricating
novel photonic structures for efficiency enhancement in thin-film Si solar cells.

We have explored a previously reported a photonic crystal (PC) based structure to im-
prove light absorption in thin-film Si solar cells. The PC structure combines a dielectric
grating layer and a distributed Bragg reflector (DBR) for efficient light scattering and re-
flection, increasing light path length in the thin-film cell. We have understood the operation
principles for this design by using photonic band theories and electromagnetic wave simu-
lations. we discover that this DBR with gratings exhibit unusual light trapping in a way
different from metal reflectors and photonic crystals. The light trapping effects for the DBR
with and without reflector are numerically investigated.

The self-assembled anodic aluminum oxide (AAO) technique is introduced to non-
lithographically fabricate the grating structure. We adjust the AAO structural parameters
by using different anodization voltages, times and electrolytes. Two-step anodization is
employed to obtain nearly hexagonal AAO pattern. The interpore periods of the fabricated
AAO are calculated by fast Fourier transform (FFT) analysis. We have also demonstrated
the fabrication of ordered patterns made of other materials like amorphous Si (a-Si) and
silver by using the AAO membrane as a deposition mask. Numerical simulations predict
that the fabricated AAO pattern exhibits light trapping performance comparable to the
perfectly periodic grating layer.

We have implemented the light trapping concepts combining the self-assembled AAO
layer and the DBR in the backside of crystalline Si wafers. Photoconductivity measure-
ments suggest that the light absorption is improved in the near-IR spectral range near the
band edge of Si. Furthermore, different types of thin-film Si solar cells, including a-Si, mi-
crocrystalline Si (µc-Si) and micromorph Si solar cells, are investigated. For demonstration,
the designed structure is integrated into a 1.5 µm thick µc-Si solar cell. We use numerical
simulations to obtain the optimal structure parameters for the grating and the DBR, and
then we fabricate the optimized structures using the AAO membrane as a template. The
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prototype devices integrating our proposed backside structure yield a 21% improvement
in efficiency. This is further verified by quantum efficiency measurements, which clearly
indicate stronger light absorption in the red and near-IR spectral ranges.

Lastly, we have explored the fundamental light trapping limits for thin-film Si solar cells
in the wave optics regime. We develop a deterministic method to optimize periodic tex-
tures for light trapping. Deep and high-index-contrast textures exhibit strong anisotropic
scattering that is outside the regime of validity of the Lambertian models commonly used
to describe texture-induced absorption enhancement for normal incidence. In the weak ab-
sorption regime, our optimized surface texture in two dimensions (2D) enhances absorption
by a factor of 2.7πn, considerably larger than the classical πn Lambertian result and ex-
ceeding by almost 50% a recent generalization of Lambertian model for periodic structures
in finite spectral range. Since the πn Lambertian limit still applies for isotropic incident
light, our optimization methodology can be thought of optimizing the angle/enhancement
tradeoff for periodic textures. Based on a modified Shockley-Queisser theory, we conclude
that it is possible to achieve more than 20% efficiency in a 1.5 µm thick crystalline Si cell
if advanced light trapping schemes can be realized.

Thesis Supervisor: Lionel C. Kimerling
Title: Thomas Lord Professor of Materials Science and Engineering
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Chapter 1

Introduction

1.1 Overview of solar cells

1.1.1 Solar energy

Along with the world population growth and economic development, energy consumption

has become a global challenge for many years. Over the last few decades, while the consump-

tion of energy grew substantially, the world has been remaining highly dependant on fossil

fuel based energy sources, like coal, oil and natural gas [11]. On the other hand, primary

fossil fuel sources and major nuclear fuels like uranium have limited reserves and cannot be

generated in a short time. Figure 1-1 illustrates the reserves for various energy resources [1].

As reported in 2009, the annual world energy consumption is about 16 TW · year (equal to

about 3× 1019 J), which will increase to about 28 TW · year in 2050. For non-renewable

energy resources including coal, petroleum, natural gas and uranium, the total amounts of

reserves known today are 900 TW · year, 240 TW · year, 215 TW · year and 300 TW · year,

respectively. Therefore, these sources can only support us for very limited time (about a

hundred years). Moreover, consumption of fossil and nuclear fuels puts a great pressure on

the environmental sustainability, causing pollution and greenhouse effects globally.

Renewable energy technologies should be advanced to meet the future energy demand

and reduce the dependence on non-renewable fuels. Among all the renewable options for

energy sources including solar, wind, hydropower, biomass, wave, etc, the solar energy is

orders of magnitude larger than all the others combined and can easily meet the world

demand. Therefore, solar energy will probably be the ultimate energy source that can
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potentially supply most of the world energy consumption in the future. Various technologies

have been developed to utilize the solar energy, like photovoltaic [12], photothermal [13] and

photoelectrochemical systems [14]. In this thesis, we mainly focus on the photovoltaic (solar

cell) technology, which directly converts light into electricity through the photovoltaic effect

in semiconductors.

Figure 1-1: Annual world energy consumption, in comparison with various energy resources
[1]. For renewable energies, yearly potential is shown, while total reserves are shown for
non-renewable resources.

1.1.2 Photovoltaic effect

Figure 1-2 shows the basic structure for a photovoltaic cell (solar cell) circuit, which includes

a pn junction made of semiconductor materials, metal contacts and external loads. When

light is incident on the solar cell, several steps are involved to convert the photon energy

into electricity:

1. Light goes into the device, and gets absorbed by the semiconductor;
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2. Absorbed photon energy excites free electron-hole pairs;

3. Due to the build-in electric field in the depletion region of the pn junction, minority

carriers are swept across the junction and become majority carriers (shown in Figure 1-

3);

4. The photo generated free carriers are collected by contacts and flow into the external

circuit, forming electric energy.

The above steps establish the photovoltaic (PV) effect. An example of the measured

solar cell JV curves are shown in Figure 1-4. When the cell is in the dark, the curve exhibits

a typical diode behavior, and cross the origin (J = 0 when V = 0). When light is incident on

the cell, photocurrent can be generated and a net output electrical power can be obtained.

From the measured JV curve under illumination, we can obtain several important figures

of merit for solar cells:

1. Short-circuit current density Jsc, which is the current density when voltage is zero;

2. Open-circuit voltage Voc, which is the voltage when current is zero;

3. Maximum output power, which is the point in the JV curve where output power

P = J ·V is maximum;

4. Cell efficiency η = Pout/Pin, which is the maximum power divided by the incident

light power. For AM1.5G spectrum, the input power is 0.1 W/cm2;

5. Fill factor, which is defined to be FF = Pout
Jsc ·Voc .

1.1.3 Conventional c-Si solar cells

Suitable semiconductors should be chosen to make efficient and cost-competitive solar cells.

Nowadays, more than 85% of the PV market is dominated by crystalline silicon (c-Si) solar

cells, including polycrystalline Si (poly-Si) and monocrystalline Si (mono c-Si) (Figure 1-5).

This is mainly resulted from several advantages of c-Si:

1. Silicon is one of the most abundant elements on the earth, suitable for large-scale

production;
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Figure 1-2: Schematic structure for a solar cell, including a semiconductor pn junction,
metal contacts and external loads. Source: http://www.pveducation.org/pvcdrom

Figure 1-3: Band structures and solar cell operation.
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Figure 1-4: Schematic of measured JV curves under dark or illumination. Important figures
of merit are indicated.

2. c-Si has an almost ideal bandgap (Eg = 1.12 eV) to achieve high device efficiency,

obtaining optimal trade-off between photon absorption and output voltage;

3. c-Si has been widely used in microelectronic industry. The technologies for Si device

process, including material purification, deposition, doping and metallization, are very

mature and can be easily adapted to solar cell production;

4. Silicon is a safe material for human-being and environmentally benign.

Traditional c-Si based solar module manufacturing involves numerous steps, like Si refin-

ing and purification, ingot growth, wafer slicing, diffusion, texturing, coating, metallization

and packaging [15].

1.2 Thin-film Si solar cells: opportunities and challenges

1.2.1 Motivations for thin-film Si

Despite the advantages of c-Si and significant growth of solar cell production in recent years,

cumulative solar energy production only accounts for less than 1% of the global energy
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Figure 1-5: Solar cell market share in 2010 [2].

supply [11]. The major obstacle for further scale-up production and application of PV

systems is the manufacturing cost, which is still much higher than the cost of grid electricity.

Almost half of the cost of c-Si based PV technique comes from the starting material, which

is the several-hundreds-micron thick silicon wafer, and this part of cost is very difficult to

reduce [16]. Thin-film solar cells, which have an active layer of only several micrometers

thick, are believed to be a promising candidate for further cost reduction. Various types

of thin-film solar cells based on materials like thin-film Si, III-V semiconductors, CdTe,

CuInGaSe and organic materials are proposed and being extensively studied [17]. Among all

these thin-film based PV technologies, thin-film Si solar cells, including single crystalline Si

(c-Si), amorphous Si (a-Si), polycrystalline Si (poly-Si) and microcrystalline Si (µc-Si) cells,

are believed to be the most promising candidates for low-cost terawatts scale production

while maintaining the advantages of bulk silicon. Typical thin-film Si solar cell structures

are illustrated in Figure 1-6. The active device is a thin Si based pn junction, sandwiched

between transparent conductive oxide (TCO) layers as front and back contacts. Thick

substrates are required to support the thin-film device. In the superstrate configuration

(Figure 1-6(a)), a glass plate is placed on top of the device, while in the substrate approach

(Figure 1-6(b)) glass, steel or other cheap materials can be used as substrates. Another

advantage of thin-film Si cells is that the photon generated free carriers only need a very
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short diffusion length to reach the contact layers. Therefore, low quality materials such as

a-Si, poly-Si and µc-Si can be used while maintaining a high collection efficiency.

Figure 1-6: Thin-film Si cell structures with superstrate (a) and substrate (b) configurations.
Surface textures are not illustrated.

Nowadays, thin-film Si solar cells still show inferior performances compared to their

bulk c-Si based counterpart. The world record efficiency for c-Si cells is about 25.0% [10],

while the best efficiency for 2 µm thick poly-Si cells is only about 10% [18]. The relatively

low efficiency is mainly caused by limited photon absorption and high recombination in

the low quality materials. To make competitive solar modules, the cell efficiency should

be further improved by implementing new design and fabrication methods. Meanwhile,

fundamental questions should be understood in order to explore the underlying physics

about cell performance limits.

1.2.2 Light trapping and efficiency limits

The efficiency of solar cells critically depends on optical absorption in the active Si layers.

Due to its indirect bandgap nature, c-Si has low absorption coefficient in the red and

near-infrared (IR) wavelength ranges. As shown in Figure 1-7, a 300 µm thick Si device

can absorb most of the photons with wavelengths below 1000 nm. However, a 2 µm thick
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Si cell cannot effectively absorb photons in the range between 600 nm and 1000 nm in a

single pass, leading to a lower cell efficiency. Therefore, an effective light trapping design is

indispensable to achieve high efficiency modules.

Figure 1-7: Absorption coefficient α and absorption length L for Si as a function of wave-
length. The absorption length is defined as L = α−1.

To address this problem, various methods are used in current technology, for example,

traditional light trapping schemes such as textured transparent conductive oxide (TCO) and

metal reflector [3]. An example of such a structure is shown in Figure 1-8. These methods

are difficult to precisely control and optimize the textured surface both experimentally and

numerically. In addition, some other issues should be considered such as enhanced surface

recombination due to the roughness of silicon layer [19] and parasitic loss at the TCO/metal

interface [20].

Recently, one, two and three dimensional photonic crystals have also been proposed

to enhance the light trapping [4]. One example of a device with such a photonic crystal

structure is illustrated in Figure 1-9. The photonic crystal can form a forbidden photonic

bandgap in a specific wavelength range, obtaining an almost 100% reflectivity. In addition,

2D and 3D photonic crystals can induce light diffraction because of the periodicity in lateral

direction, scattering light into oblique incident angles. Furthermore, other advantages of
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such photonic crystals are that they can be optimized numerically, and fabricated by deter-

ministic approaches. However, fabrications of the photonic crystal design often involves in

expensive techniques like photo lithography [21], which is very difficult to be implemented

experimentally at a low cost. Recently, self-assembled 3D photonic crystals based on close

packed nanospheres have been used to improve the light absorption in dye-sensitized solar

cells. However, the method can only provide a photonic crystal with a low refractive in-

dex contrast since only limited materials like low-index TiO2, SiO2 or polystyrene could be

used [22]. Therefore, a practical light trapping design is still in demand to obtain higher per-

formances than traditional texturing techniques as well as easier fabrication than photonic

crystals.

Figure 1-8: SEM image showing a micromorph Si cell with textured TCO surface for light
trapping [3].

In addition, it is still unclear whether the various photonic crystal approaches can achieve

significantly better light trapping performance compared to the conventional random tex-

ture approach. Also, some fundamental questions have not yet been solved for light trapping

in thin-film Si solar cells. What is the ultimate limit for the absorption in the thin-film sili-

con, and what is the optimal design that can reach this limit? The Lambertian limit [23] has

long been believed to be the ultimate light trapping limit and the benchmark for designing

light trapping structures. However, the derivation of Lambertian limit (see Appendix A)
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Figure 1-9: Light trapping design using photonic crystal back reflectors [4].

has very restrictive assumptions (for example, isotropic incident light and infinitely wide

spectral range) and may not be suitable for some specific regimes.

Another fundamental question is the ultimate efficiency limit for a thin-film Si solar cell.

Shockley-Queisser limit [24] predicts that the maximum efficiency for an ideal single junction

solar cell under one sun illumination is about 31%. However, this theory assumes all the

photons with energy above the semiconductor bandgap are totally absorbed and no non-

radiative recombination occurs in the junction. For a thin-film Si device, these assumptions

are no longer valid. Thin-film Si only has limited bandedge absorption even if light trapping

design is considered. In addition, non-radiative recombination ratio is significant in Si due

to its indirect bandgap nature. Therefore, a theoretical prediction should be provided to

analyze the practical efficiency limit for thin-film Si solar cells considering optimal light

trapping and ideal material quality.

1.3 Outline of the thesis

This thesis aims to design a novel light trapping scheme to enhance the cell efficiency, and

explore the fundamental performance limits for thin-film Si solar cells.
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In Chapter 2, we present a photonic crystal (PC) based structure for light trapping in

the backside of thin-film Si solar cells. It consists of a distributed Bragg reflector (DBR)

and a grating layer. We understand the operation principles of the PC based structure by

simulating the photonic band diagram and field propagation in the device. We introduce

the criteria of material selection and parameter design for the PC structure. We review our

previous work on this design and present the existing challenges.

Chapter 3 introduces a self-assembled technique using anodic aluminum oxide (AAO)

as a useful method for grating fabrication. We demonstrate that this AAO structure can

be experimentally controlled and adjusted in an electrochemical condition. Organized pat-

terns made of various materials can be obtained by using AAO as a template material.

Furthermore, we numerically investigate the effect of disorder in AAO on cell light trapping

performances and compare it with a perfectly periodic structure.

In Chapter 4, we experimentally implement DBR and self-assembled AAO on the back-

side of a thick Si based photoconductor for light trapping. The enhanced photo response in

the bandedge of Si demonstrates that the self-assembled structure can effectively increase

light path length.

In Chapter 5, we first review different types of thin-film Si technologies, including a-Si,

µc-Si and micromorph Si solar cells. We then numerically optimize the structural parame-

ters of the PC structure integrated in a 1.5 µm µc-Si solar cell, and show that more than

30% relative efficiency increase can be obtained by using the optimal structural parameters.

Finally, we fabricate the grating pattern by self-assembled AAO templates, and obtain up

to 20% increase in cell efficiency measurement.

Chapter 6 discusses the fundamental performance limits for thin-film Si solar cells. We

develop an optimization based method to explore the optimal periodic textures for light

trapping. We then compare our optimized grating with random textures as well as analytical

models. We prove that our designed structures can exceed the prediction of conventional

models in restricted regimes. Furthermore, a modified Shockley-Queisser model is proposed

to predict the optimal efficiency for thin-film Si cells, including non-radiative recombination

and light trapping effects.

Chapter 8 summarizes the major results and accomplishments in this thesis, and dis-

cusses the directions in future work.
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Chapter 2

Photonic crystals for light trapping

In this chapter, we introduce a photonic crystal (PC) based design for light trapping appli-

cation in thin-film Si solar cells. The design combines a distributed Bragg reflector (DBR)

and gratings. It works as a scattering element as well as a reflector, significantly increasing

the light path length inside the active device. First, analysis based on electromagnetic wave

theory is utilized to understand the principles of the PC design. Then the previous work is

reviewed and existing challenges are discussed.

2.1 Principles of design

2.1.1 Distributed Bragg reflector (DBR)

By its definition, a crystal is a solid material in which the elements (atoms, ions and/or

molecules) form an ordered pattern in all the spatial dimensions. Properties of materials,

especially electronic properties, critically depend on their crystal structures. This is because

the electron waves have wavelengths comparable to the lattice parameters. Similarly, if we

can create a periodic structure which has lattice parameters comparable to the optical

wavelengths, it will significantly affect the propagation of optical waves. Such periodic

structures are called photonic crystals [25]. Depending on the dimensions of the periodicity,

they can be one-dimensional, two-dimensional or three-dimensional (1D, 2D or 3D) photonic

crystals.

A distributed Bragg reflector (DBR) can be regarded as a 1D photonic crystal, which

consists of multiple layers of alternating materials with different refractive indices. The

39



effect of DBR was first discovered by Lord Rayleigh [26]. If the thickness of each layer

is chosen to be a quarter of the wavelength in this medium, constructive inferences are

formed and the structure works as a high quality reflector. As a practical example shown in

Figure 2-1, the DBR consists of 10 layers of material 1 and material 2, with refractive indices

of n1 = 1.45 and n2 = 2.0, respectively. If the target central wavelength is λ = 750 nm, The

thickness of each layer can be calculated as d1 = λ/4n1 = 130 nm and d2 = λ/4n2 = 94 nm.

We can calculate the reflection spectrum by using transfer matrix method [27], assuming

light is normally incident on the DBR from air. As illustrated in Figure 2-2, very high

reflectivity can be obtained in the wavelength range from 0.7 µm to 0.85 µm, even though

it is not a perfect photonic crystal (only 10 pairs of layers are used). This wavelength range

with a high reflectivity is called optical stopband.

Figure 2-1: Schematic structure of a DBR, with normal incident light from air.

The above DBR structure, however, is not an omni-directional reflector. In Figure 2-

3, we compare the reflection spectra of the same structure at the incident angle of 60

degree for both TE and TM polarizations with the response for normal incidence. Here TE

means electric field is perpendicular to the incident plane, while TM means magnetic field

is perpendicular to the incident plane. For both TE and TM waves, the stopbands shift to

shorter wavelength (higher frequency). In addition, the reflectance for TM wave decreases

significantly.

The above phenomena can be further understood through photonic band diagram.
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Figure 2-2: Calculated reflection spectrum of the structure shown in Figure 2-1, from 0.3 µm
to 1.2 µm.

Figure 2-3: Calculated reflection spectra of the structure shown in Figure 2-1 for different
incident angles and polarizations.
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The band diagram of the periodic structure in Figure 2-1 is computed by preconditioned

conjugate-gradient minimization of the block Rayleigh quotient in a planewave basis, using

a freely available software package [28].1 Figure 2-4 illustrates the first two photonic bands

for the structure in Figure 2-1 for both TE and TM modes. The two black lines are called

light lines, corresponding to the solution of plane waves propagate in the air (frequency

ν = ckx). The region between the light lines (ν > ckx) are called the light cone. The modes

out of the light cone are forbidden to propagate in the air. The two bands (blue and green

colors) are the sets of modes that can be supported inside the periodic structure. The white

region between the two bands and also inside the light cone is called photonic bandgap,

which means that any solutions in this region can only exist in the free space (air) but not

inside the photonic crystal structure. In other words, any light incident on the structure

will be totally reflected back to the air. Normal incidence corresponds to kx = 0, while

oblique incidence corresponds to kx 6= 0. It can be clearly observed that if kx gets larger,

the bandgap gradually disappears for TM wave, while the bandgap shifts to large frequency

(short wavelength) for TE wave, which are consistent with the calculated reflection spectra

shown in Figure 2-3. Therefore, there is no complete gap for any wavelength (frequency)

ranging across the entire kx regime inside the light cone for both TE and TM modes.

In order to obtain a complete photonic bandgap in a specific wavelength range, we need

to change the material system. According to the perturbation theory [25], higher refractive

index contrast should result in a larger bandgap, thus increase the possibility to achieve

a complete gap. To verify this, we change the refractive index of material 2 to n2 = 3.6,

and the corresponding thickness d2 = λ/4n2 = 52 nm. The band diagram for the modified

structure can be seen in Figure 2-5. In this case, the size of the bandgap is greatly increased,

and we can find frequency ranges in which there are no solutions across the entire kx region

inside the light cone for both TE and TM wave. Those ranges are called complete gaps.

In addition, the TE gap is wider than the TM gap. The existence of complete bandgaps

can be verified by simulating the reflection spectra from air for normal incidence as well as

oblique angles, as we do in Figure 2-3. Illustrated in Figure 2-6, nearly 100% reflectance

can still be obtained if the incident angle is changed. Although the stopband shrinks for

TM wave at oblique angles (consistent with the band diagram), a fairly wide gap is still

maintained (around 600 nm to 900 nm).

1The software can be downloaded from http://ab-initio.mit.edu/mpb.

42

http://ab-initio.mit.edu/mpb


Figure 2-4: Photonic band diagram for the structure shown in Figure 2-1. a = d1 + d2 is
the lattice constant of the DBR.

Figure 2-5: Photonic band diagram for the modified structure shown in Figure 2-1. n2 is
changed from 2.0 to 3.6.
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Figure 2-6: Calculated reflection spectra of the structure shown in Figure 2-1 (with n2 = 3.6)
for different incident angles and polarizations.

The performance of the above DBR structure is compared with aluminum (Al) or silver

(Ag), which are conventionally used as reflectors for visible and infrared light. The optical

constants (n and κ) of Al and Ag can be found in Ref. [29]. The reflectance of DBR is

compared with Ag and Al reflector for different polarizations and incident angles, shown

in Figure 2-7, Figure 2-8 and Figure 2-9. Although metals like Al and Ag can obtain a

high reflectivity in a broader spectral range than DBR, they show inferior performance in a

specific range. For example, at 0.8 µm for normal incidence, Ag and Al have reflectivity of

about 98% and 85%, respectively, while DBR shows almost 100% reflectivity. Furthermore,

the reflectance decreases for TM wave at oblique incidence. These results indicate that a

properly designed DBR works as an even better reflector than metals, if it is used for a

specific spectral range.

2.1.2 Combined photonic crystal

Because of its high reflectivity, the above DBR structure can be implemented with a thin-

film Si solar cell to boost the cell performance. As shown in Figure 2-10(b), the DBR can

double the light path length inside a planar Si device, thus increase the light absorption.

However, doubling the light path length might be not enough for thin film Si due to its

low absorption. Other mechanisms should be introduced to further increase the light path

44



Figure 2-7: Calculated reflection spectra of the structure shown in Figure 2-1 (with n2 =
3.6), compared with Ag and Al reflector at normal incidence.

Figure 2-8: Calculated reflection spectra of the structure shown in Figure 2-1 (with n2 =
3.6), compared with Ag and Al reflector. Incidence at 60 degree, TE polarization.
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Figure 2-9: Calculated reflection spectra of the structure shown in Figure 2-1 (with n2 =
3.6), compared with Ag and Al reflector. Incidence at 60 degree, TM polarization.

length. Illustrated in Figure 2-10(c), periodic textures (or gratings) are placed between the

thin film Si and DBR. Periodic surface textures can induce diffraction, which leads to light

propagation in oblique angles. Therefore, light absorption can be further enhanced and

higher current density can be achieved.

When we discuss the properties of the DBR structure like that in Figure 2-1, we assume

the structure is continuous in x direction. One question is, can the photonic band gap be

maintained if we introduce a periodicity in x direction, as the PC structure in Figure 2-10?

Due to the periodic boundary condition, all the bands are folded into the first Brillouin

zone in kx direction. For the band diagram in Figure 2-5, if we choose the grating period

Λ, the first Brillouin zone will be in the range −π/Λ < kx < −π/Λ. Figure 2-11 shows how

the band diagram will change when Λ = 0.7 µm. Due to the band folding, both TE and

TM band gaps will disappear. Therefore, the DBR will no longer be a perfect reflector if

the grating is introduced, and light can propagate in the DBR.

This discovery means that part of light cannot be reflected back into the thin-film Si

and will be lost into the DBR. To quantitatively understand this effect, we simulate a

simple device structure. In this structure, a square grating layer and DBR are in the back

of a thin film Si with a thickness of 2 µm. The DBR is 5 pairs of SiO2 and Si, with

n1 = 1.45, d1 = 130 nm and n2 = 3.6, d2 = 52 nm. The grating layer has a thickness of
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Figure 2-10: Schematics of a planar thin film Si solar cell with different back structures.
(a) Device without any back structure. Incident light only has single pass inside the device;
(b) Device with DBR. Normal incident light can be reflected and can have double pass; (c)
Device with grating and DBR. Light can be scattered into oblique angles and have multiple
pass.

Figure 2-11: Sketch of band diagram for the PC structure. The grating period is Λ =
0.7 µm. The DBR structure is the same as in Figure 2-5. Because of the band folding,
bandgap disappears.
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150 nm, consisting of SiO2 and Si. Here we just want to evaluate the reflectance of the DBR

without considering the absorption loss in the structure, so we can assume all the materials

are transparent. The reflectance spectra of this structure for normal incident light with

both TE and TM polarizations are plotted in Figure 2-12. However, high reflectances are

still maintained from 0.6 µm to 1.0 µm, in spite of the existence of some small dimples

(for example, at λ = 0.7 µm for TM wave, and λ = 1.0 µm for TE wave.). These results

seem to be inconsistent with the analysis of the photonic band diagram, since we learn that

there is no bandgap when a grating with a period Λ = 0.7 µm is introduced. Why the high

reflectivity can still be maintained?

Figure 2-12: Reflectance spectra of a simple thin film Si structure with a grating and DBR
in the backside. The incoming light is normal incident, with both TE and TM polarizations.

In Figure 2-13 we consider wave propagation in different DBR structures. When a guided

wave is incident at the interface between a semi-infinite DBR and air interface (Figure 2-

13(a)), it is totally reflected backwards, only evanescently decaying into the air. We can

also understand this by the rule of reciprocity, considering that a wave incident from the air

will be perfectly reflected if its wavelength falls into the photonic bandgap. If the DBR has

a finite thickness D with a grating on top (Figure 2-13(b)), the wave can be coupled into

the bottom air because of the band folding shown in Figure 2-11. However, the photonic

local density of state (LDOS) at the interface exponentially decreases as its distance D from

the grating increases [30]. When the DBR is thick enough, the coupling into the bottom
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air become negligible. Therefore, the reflection at the finite DBR / air interface can still

approach 100%, similar to the case in the semi-infinite DBR (Figure 2-13(a)).

Figure 2-13: Guided wave propagating in a semi-infinite DBR structure (a) and finite DBR
with a grating on top (a).

To further illustrate the above results, we simulate the wave propagations inside the de-

vice structures. We establish a simple device model to elucidate the mechanisms, illustrated

in Figure 2-14. The reference structure in Figure 2-14(a) is a planar 1.5 µm thin-film c-Si

cell with an anti-reflective coating (ARC) made of 70 nm thick silicon nitride. For compar-

ison, the cells with grating and DBR are illustrated in Figure 2-14(b) and Figure 2-14(c).

The DBR consists of 5 pairs of alternating SiO2 and a-Si, with thicknesses mentioned in

previous paragraphs. The 1D grating layer shown in Figure 2-14(c) is also made by SiO2 and

a-Si, with a thickness of 100 nm, period 700 nm and duty cycle 0.5. The optical constants

for all the materials are found in [29]. We assume the incident light is a TE polarized con-

tinuous plane wave with a wavelength of 0.8 µm. The electric field distribution at a steady

state is also plotted in Figure 2-14. Simulations are performed with the finite-difference

time-domain (FDTD) method [31], using a freely available software package [32].2 In the

reference cell without any reflectors, light pass through the thin-film Si cell into the air

environment. If planar DBR is placed in the backside, the formed photonic bandgap reflect

the incident light back into the thin-film Si, doubling the optical path length. When the

grating layer is embedded between the Si and DBR, the field distribution in the thin film Si

2The software can be downloaded from http://ab-initio.mit.edu/meep.
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indicates that scattering occurs. Furthermore, the electric field is not only scattered back-

wards but also forwards into the DBR, due to the band folding introduced by the periodic

grating. Therefore, the field does not evanescently decay in the DBR, but forms propaga-

tion modes, which is consistent with the predictions of the folded band diagram. However,

there is no field can penetrate into the bottom air layer. Almost all the waves are totally

reflected back at the DBR/air interface. This explains the high reflectivity we observe in

Figure 2-12, which does not contradict the band diagram.

Figure 2-14: Simulated electric field distribution (incident light wavelength is 800 nm) in
planar 1.5 µm thin-film c-Si cells with different light trapping schemes: (a) with an anti-
reflective coating (ARC) only; (b) with ARC and DBR; (c) with ARC, grating and DBR.

2.1.3 Materials selection

To integrate the PC design with thin-film Si cells for light trapping, proper materials and

structural parameters should be selected. The criteria for materials selection are:

1. The two materials for making DBR and grating should have high refractive index

contrast, so that the DBR can provide a large photonic bandgap (for example, from

0.7 µm to 1.1 µm), and the grating can provide strong scattering effect;

2. As we learn from the previous section, the electromagnetic fields are distributed in

the whole device structure, including the active Si layer, grating and the DBR. There-

fore, the materials for grating and DBR should be transparent enough to reduce the
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parasitic absorption, which does not contribute to generation of electron-hole pairs;

3. The material deposition and structure fabrication should be compatible with the solar

cell fabrication process, and not involve complicated steps such as high temperature

annealing and wet chemical etching which severely degrade the active device perfor-

mances.

As we show previously, SiO2 (n1 = 1.45) and Si (n2 = 3.6) should be very good can-

didates, since they can provide large index contrast and feasibility of fabrication. One

problem is that crystalline Si (c-Si) has a bandgap of 1.1 eV, corresponding to a wavelength

of 1.15 µm. Therefore, parasitic absorption will be induced in the PC for the wavelength

range (for example, from 0.7 µm to 1.1 µm) in which we want to achieve light trapping.

A better choice would be amorphous Si (a-Si), which has a similar refractive index with

c-Si [29] and a larger bandgap. Therefore, a-Si is more transparent than c-Si in the near-IR

range.

2.2 Effects of DBR on light trapping

In previous sections, we demonstrate that the planar DBR and the combined PC (DBR with

periodic gratings) provide high reflection with totally different mechanisms. Therefore, the

DBR structures with and without grating play different roles on the light trapping in thin-

film Si cells. Here we study the influence of the DBR on the light trapping performance for

thin-film Si cells. We still use the numerical model shown in Figure 2-14 and assume the

normal incident light is from 750 nm to 900 nm. Photocurrent density Jph is introduced to

characterize the light trapping effect:

Jph = e

∫ 900 nm

750 nm
A(λ)S(λ)dλ (2.1)

where A(λ) is the absorption spectra in the active 1.5 µm c-Si layer calculated by FDTD

methods and S(λ) is the standard AM1.5G solar spectrum [33]. Here we assume each

absorbed photon can generate one electron-hole pair. We vary the number of dielectric

pairs in the DBR and calculate the Jph for different cell structures in Figure 2-14. We

also simulate semi-infinite DBR by embedding alternating SiO2 and a-Si layers into the

perfectly matched layer (PML) absorbing boundary in FDTD. The results are illustrated
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in Figure 2-15. For the device without grating, the first few layers of DBR significantly

improve the Jph by inducing strong reflection. After implementing 3 pairs of SiO2 and

a-Si, the light reflection saturates and additional DBR pairs cannot further improve the

absorption (Figure 2-15(a)). This is because the optical field evanescently decays in the cell

with planar DBR as shown in Figure 2-14(b). However, light is scattered into the DBR

when the grating layer is added. Since reflection occurs at the bottom DBR surface, loss is

introduced in the DBR due to the absorption of a-Si [29]. When DBR becomes thicker, the

loss in the DBR dominates. Therefore, the cell structure with a 10-pair DBR or semi-infinite

DBR collects less photocurrent compared to the cell with a 3-pair DBR in Figure 2-15.

Figure 2-15: Influence of the number of DBR pairs on the integrated Jph (normal incidence
from 750 nm to 900 nm) of the c-Si solar cells in Figure 2-14(b) and (c): (a) without grating;
(b) with grating.

2.3 Previous work

In this section, we briefly summarize the previous work about PC structure for light trap-

ping, which has been done in our group. The PC structure was integrated in silicon-on-

insulator (SOI) based devices and showed improvement on cell efficiencies [34]. Although

the PC concept was successfully demonstrated, lots of challenges still remain.

Figure 2-16 illustrates the detailed steps in the process flow of making thin-film Si

solar cells with PC structure. Silicon-on-insulator (SOI) wafers were used as the starting

materials for fabrication. The thickness of the active thin-film Si layer was 5 µm. Processing

of the SOI active layer included grating formation with interference lithography, followed

by reactive ion etching, DBR deposition using plasma enhanced chemical vapor deposition
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(PECVD), bonding the active layer to a new handle wafer, removal of original handle

wafer, ARC formation on the newly exposed Si surface, lateral p-i-n junction creation by

ion implantation, and metallization with interdigitated top contacts. The TEM image of

the fabricated PC structure is shown in Figure 2-17. The structural parameters of the

grating (such as grating period and thickness) is determined by numerical simulations and

optimizations [4,35]. The first few layers of the DBR is wavy but the rest gradually become

flat in the PECVD process. Due to high temperature annealing, the deposited amorphous

Si layers were crystallized and became polycrystalline, which was revealed by the black and

white contrast in the TEM image. The cells without any reflector and only with DBR were

also fabricated for comparison.

Figure 2-16: Process flow of fabricating the SOI based solar cells with PC structure.

Figure 2-18(a) depicts the measured external quantum efficiency (EQE) spectra. At

short wavelengths, the EQE spectra significantly overlap but diverge as wavelength increases

past 640 nm. The reference sample displays the lowest curve; the introduction of DBR back

reflector makes the curve higher in the longer wavelengths; and the wavy DBR plus grating

sample displays several shoulders and the largest area, corresponding to strongly enhanced
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Figure 2-17: TEM image of the fabricated PC structure in the backside of thin film Si cells,
including the submicron grating defined by interference lithography and multilayered SiO2

and Si layers as DBR. The scale bar is 0.2 µm.

absorption. For comparison, the simulated absorption spectra are shown in Figure 2-18(b),

which confirms that the measured EQE closely matches simulation in trend and magnitude.

Current-voltage (IV ) measurements demonstrate that each back structure improves absorp-

tion and cell efficiency, with the wavy PC cell achieved the highest Jsc of 17.45 mA/cm2,

corresponding to 18.9% enhancement over the reference cell versus 28.3% theoretically. The

measured power conversion efficiency η vary from 7.68% for the reference cell to 8.82% for

the wavy PC cell, corresponding to a relative efficiency enhancement of 14.8% [21].

Figure 2-18: EQE for 5 µm thick Si solar cells with differing back structures. (a) Measured
EQE. (b) Simulated absorption spectra.
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Those previous results have experimentally demonstrated that PC based backside re-

flector, combining grating and DBR, can significantly enhance absorption in the red and

near infrared spectral regime in thin film Si solar cells, as we can expect. However, there

are still many issues and challenges related to the existing design and fabrication:

1. The active devices are based on SOI wafers, which are suitable for high efficiency cells,

but not suitable for practical low-cost and large-area Si solar cell production;

2. The process flow involves many fabrication steps which are CMOS compatible but

not standard for photovoltaic production, such as ion implantation, high temperature

annealing, wafer bonding and chemical-mechanical polishing. Especially, interference

lithography was used to fabricate the submicron grating layer. This technique can

achieve well defined features, however, it cannot be used for large-scale fabrication;

3. This previous design used 1D grating, instead of 2D grating. As we discuss in Ap-

pendix A, 2D grating can obtain higher light trapping performances than 1D grating,

since it can make diffracted light couple into more waveguide modes.

Therefore, there are still much room to improve both the design and fabrication tech-

nologies, in order to obtain low-cost and highly efficient thin film Si solar cells. The device

structure and process should be re-designed to accommodate manufacturing. Especially,

a cheap technique should be introduced to replace the lithographic method for periodic

grating fabrication. In the following chapter, we will propose a simple method based on a

self-assembled material called anodic aluminum oxide (AAO), which is suitable to fabricate

large-area periodic submicron grating structures.
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Chapter 3

Self-assembled anodic aluminum

oxide (AAO)

In our designed PC light trapping structure, the periodic grating layer is one of the key

components. As we mentioned in the previous chapter, a low-cost, scalable technique should

be employed to fabricate this wavelength-scale periodic structure comprising two materials

with different refractive indices. In this chapter, we introduce a self-assembled template

material called anodic aluminum oxide (AAO), which has an ordered porous structure

spontaneously formed in an electrochemical process. The structural parameters of the

AAO can be controlled by different experimental conditions. In addition, we analyze the

AAO structure by the fast Fourier transform (FFT) and numerically verify that it can be

used as the grating layer.

3.1 Introduction of AAO

3.1.1 Anodization of aluminum

Anodization, also called anodic oxidation, is an electrochemical process that is used to

form an oxide layer on the surface of metal parts. The schematic of a typical anodization

setup is illustrated in Figure 3-1. It has a circuit structure similar to electrodeposition and

electrolysis, consisting of power supply, anode, cathode and electrolyte. In the process, the

metal parts for treatment form the anode. Cathode is usually made of inert conductors

such as platinum or graphite. Usually, electrolytes are acidic solutions like phosphoric
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acid and oxalic acid, but sometimes non-acidic solutions can also be used. Depending on

the applications, the power supply can provide DC or AC power, operating in a constant

voltage mode or a constant current mode. As the anode, the sample, which is aluminum

metal in our case, is being oxidized and form an aluminum oxide layer on the surface. The

anodization process has a variety of applications including metal passivation, protection

coating, coloring and mechanical hardening [36].

Figure 3-1: Electrochemical setup for anodization.

The chemical reactions during aluminum anodization involves a series of complicated

process, and they are highly dependent on the electric power and the type of electrolyte.

The simplified reactions for aluminum anodization in acids can be expressed as [5]:

In cathode: 2 H+ + 2 e– −−→ H2

In anode: 2 Al + 3 H2O −−→ Al2O3 + 6 H+ + 6 e–
(3.1)

3.1.2 Structure of AAO

If proper experimental conditions (electrolytes and applied voltage, for example) are se-

lected, the formed AAO layer can exhibit a special porous structure (shown in Figure 3-2).

In the porous AAO structure, straight pores are grown during the anodization, forming

a close-packed near-hexagonal lattice. In the bottom of the AAO, the pores do not di-

rectly touch the un-treated Al substrate, while an Al2O3 barrier layer is formed in between.

58



Therefore, each cell in the hexagonal lattice forms a “U”-type structure. It is very difficult

to fabricate an AAO structure with a perfect hexagonal lattice, while in experiments we

usually obtain a porous structure with some disorder and randomness. The AAO structure

can be characterized by several structural parameters, including pore period (or interpore

distance), pore diameter and pore thickness.

Figure 3-2: (a) Idealized structure of AAO layer on the Al surface; (b) Cross-sectional view
of AAO.

Growth of the AAO layer occurs in the bottom of the pore, mainly in the interface

barrier between Al metal and AAO. With the assistance of applied electric field, the top

part of the barrier is dissolved in the acid, while the bottom part of the barrier is grown

because of the oxidation of Al metal. If these two processed are in equilibrium, the AAO

grown is in steady-state and pore can become thicker and continuously penetrate into the

metal. Various models have been developed to explain the mechanisms of pore initiation

and growth [5].

3.1.3 Controlling the structures of AAO: experimental results

Before implementing the AAO porous structure in a solar cell, we plan some experiments

to evaluate the anodization process and obtain some guidance to control the structural

parameters of AAO. Our experimental setup is photographed in Figure 3-3. The power

supply is EPS 301 purchased from GE healthcare, which can provide a constant DC voltage
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ranging from 0 V to 300 V. The cathode and the anode are connected to the power supply

via copper wires. The cathode is made of platinum wires, and the anode is Al metal.

We can use pure Al foil (polished) or Al films deposited on a non-reactive substrate (for

example, at a voltage lower than 200 V we can use intrinsic silicon wafer). Here we deposit

3 µm Al film on a silicon substrate by electron beam evaporation for anodization. Both the

cathode and anode are dipped into the electrolyte made of 4% (by weight) phosphoric acid.

The beaker containing the electrolyte is placed on a cooling plate (Ladd Research) and the

temperature is maintained at 5 ◦C to prevent electrical breakdown. A magnetic stirrer is

used to facilitate thermal and chemical diffusion. We can control the applied DC voltage

and anodization time. After anodization, we can keep the AAO sample in the electrolyte

for different amounts of time, thus phosphoric acid can slowly dissolve the AAO and widen

the pores.

Figure 3-3: The electrochemical setup used for Al anodization in the lab.

Effect of applied voltage on pore period

First, we investigate the effect of different applied DC voltages on the pore period. We use

40 V, 80 V and 150 V, and anodization time is kept 1 hour for 3 different samples. The

SEM images are shown in Figure 3-4. As we can see from the images, the AAO structures
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have irregular pore distributions. Therefore, here we can only do a rough estimation of the

pore period. In the following sections, we will explore the methods to obtain a more regular

AAO structure and develop a more reliable method to calculate the average pore periods.

We estimate the pore periods and plot them as a function of applying voltage. It is shown

that the period (Λ) is proportional to the voltage (V ) and we can get the relationship:

Λ ≈ V · 2.5 nm/V (3.2)

Figure 3-4: SEM images of the AAO structure (top view) after applying different voltages:
(a) 40 V; (b) 80 V; (c) 150 V; (d) Plot of the relationship between pore period and voltage.

This result is consistent with literature reports. Figure 3-5 plots the relationship of

applying voltage and pore period, as well as the suitable electrolytes that can be used in

different voltage ranges [37]. We can observe that the voltage is the most important factor

that determines the pore period, while the period is not so sensitive to the temperature

and types of electrolytes. The reason for choosing different electrolytes in different voltage

ranges is manifold: (1) A specific electrolyte can only obtain steady AAO growth in a specific

voltage range; (2) A specific electrolyte helps form regular hexagonal pattern in a specific

voltage range; (3) In higher voltage, weaker acid should be used so that electrical breakdown

can be prevented. Figure 3-5 provides us a guideline on how to fabricate the optimal AAO
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structure for light trapping in different solar cells based on numerical simulations.

Figure 3-5: Influence of applying voltage on the pore period in various electrolytes [5].

Effect of anodization time on pore thickness

For steady-state AAO growth, the pore thickness is proportional to the anodization time if

other experimental conditions such as temperature and applying voltage are kept constants.

This is verified in Figure 3-6, which illustrate the cross-sectional SEM images of the AAO

structure after different amounts of anodization time. Here we use a constant voltage

of 150 V. The estimated growth rate is estimated to be around 20 nm/min. However,

unlike the pore period, the pore thickness is also sensitive to the concentration and type of

electrolytes, as well as the solution temperature [5]. Therefore, the growth rate we obtained

here should not be used as a general rule but needs to be calibrated in different experimental

conditions.
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Figure 3-6: SEM images of the AAO structure (cross sectional view) after amounts of
different anodization time: (a) 10 min; (b) 30 min; (c) 60 min; (d) Plot of the relationship
between pore thickness and anodization time.

Effect of post etch time on pore diameter

After the anodization process, the AAO sample can be left in the electrolyte for pore

widening, since the aluminum oxide can slowly dissolve in the acidic solution. Figure 3-7

plots the effect of post etching. Before the post etching, all the samples are anodized for

1 hour at a voltage of 150 V. The solution temperature is kept at 5 ◦C. As time goes,

the pore gets larger, while the pore period remain unchanged. The pore widening rate

is estimated to be around 66 nm/h. Similar to the pore growth, this rate is also highly

dependent on other parameters like acid concentration and temperature.

3.1.4 Two step anodization

The SEM images shown above reveal that it is challenging to get a highly ordered pore dis-

tribution during the anodization, since the pore initiation is more or less random. However,

the pore growth is not perfectly straight. During the pore growth, the pores re-organize

themselves and become more regularly aligned. A two step method has been developed to

obtain a more organized AAO pattern [38]. The schematic process flow is illustrated in
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Figure 3-7: SEM images of the AAO structure (top view) after different amounts of post
etch time: (a) As prepared, 0 h; (b) 1.5 h; (c) 3 h; (d) Plot of the relationship between pore
diameter and post etch time.

Figure 3-8. The first anodization step forms irregular pore pattern as we saw previously.

Subsequently, the AAO layer can be removed by dipping the sample in a mixed solution of

of chromic acid (1.8 wt%) and phosphoric acid (6 wt%) for 5 hours at 50 ◦C. The solution

can selectively dissolve Al2O3, obtaining an ordered dimple pattern on the Al surface. Then

we can repeat the anodization process within the same condition as the first one. During

the second anodization, pores are initiated at the center of each dimple, forming a much

more regular pore distribution, as shown in Figure 3-8(c). The ordered AAO structures can

be more easily characterized and have a wider applications for functional devices.

3.2 Analysis of AAO structure by fast Fourier transform

(FFT)

The AAO obtained after two step anodization exhibits a nearly hexagonal pore distribution,

so its structural parameters, especially the pore period, can be more easily and precisely

calculated. For demonstration, here we analyze two different AAO samples obtained under

different experimental conditions. Both of the samples are fabricated through two step
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Figure 3-8: Schematic process flow for two step anodization and the corresponding SEM
images. (a) First anodization, forming irregular pore distribution; (b) Removal of the AAO
layer, remaining a regularly patterned Al surface with nearly hexagonal dimples; (c) Second
anodization, forming a much more regular porous structure.

anodization process. One is anodized in phosphoric acid at 150 V, and the other is in citric

acid at 280 V. The AAO removal process for different samples are the same, which is in

a mixed solution of of chromic acid (1.8 wt%) and phosphoric acid (6 wt%) for 5 hours at

50 ◦C. The experimental parameters are listed in Table 3.1. Then the samples are dipped

in 5 wt% phosphoric acid for suitable amounts of time to obtain the proper pore diameters.

Table 3.1: Experimental conditions for fabricating two different AAO samples.
sample electrolyte voltage (V) temperature ( ◦C)

1 4 wt% phosphoric acid 150 5
2 0.2 M citric acid 280 20

The SEM images of the obtained AAO samples are illustrated in Figure 3-9(a) and

Figure 3-10(a). The corresponding 2D fast Fourier transform (FFT) images are calculated

by MATLAB FFT toolbox. The obtained FFT patterns show multiple ring configurations,

which are very similar to the TEM diffraction patterns for polycrystalline materials. The

appearance of higher order rings suggests that the AAO structures exhibit short-range order

periodicity. To derive the pore period of AAO, the averaged radial intensity distribution is
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plotted as a function of reciprocal distance from the center [39]. From the first diffraction

peak at g, the averaged period Λ of the near-hexagonal AAO can be determined to be [40]

Λ =
2√
3g

(3.3)

Figure 3-9: (a) SEM image of sample 1; (b) Corresponding 2D FFT image; (c) Rotational
averaged radial intensity profile as a function of reciprocal distance from origin, based on
the FFT result in (b).

The calculated period based on FFT analysis can be compared with the empirical equa-

tion Λ ≈ V · 2.5 nm/V, and tabulated in Table 3.2. We observe that the calculation results

show good agreements with the empirical predictions.

Table 3.2: Calculated pore period Λ based on FFT analysis, compared with the empirical
equation Λ ≈ V · 2.5 nm/V.

sample voltage (V) empirical Λ (nm) g ( µm−1) calculated Λ (nm)

1 150 375 3.05 379
2 280 700 1.72 672

66



Figure 3-10: (a) SEM image of sample 2; (b) Corresponding 2D FFT image; (c) Rotational
averaged radial intensity profile as a function of reciprocal distance from origin, based on
the FFT result in (b).
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3.3 Fabrication of ordered patterns using AAO as a template

The above results demonstrate AAO is a suitable material that provides a feasible way to

fabricate ordered patterns at a low cost. However, it is still challenging to control some

experimental parameters such as pore thickness, although pore period can be adjusted by

tuning the applying voltage. In addition, the air-Al2O3 material system limits its applica-

tions, and it will be more beneficial for different functional devices if different materials can

be introduced in this self-assembled structure. Here we utilize AAO as a template material,

by which regular patterns made of various different materials can be fabricated.

Figure 3-11 lists the procedures of fabricating patterns using AAO as a template. First,

the AAO structure is grown on aluminum foils (99.99%) using the aforementioned two

step anodization method. Second, the Al substrate can be selectively removed in saturated

HgCl2 solution. Therefore, a thin AAO membrane is obtained, which is etched in phosphoric

acid (5 wt%) to remove the barrier layer and adjust the pore diameter. Subsequently,

the AAO membrane is used as a deposition mask, through which other materials can be

evaporated on any substrates. Finally, the AAO membrane can be easily detached from the

substrate, remaining a patterned material on the substrate, which replicates the ordered

AAO structure.

The fabricated AAO membrane using our lab setup is shown in Figure 3-12. The sample

with a diameter of about 1 cm is transferred onto a Si substrate. Since the membrane is

attached to the substrate only by van der Waals force, it can be easily detached from the

surface after deposition. In this example, the membrane is fabricated by Al anodization in

citric acid under 280 V, and the period is about 700 nm. To make sure that the deposited

materials can penetrate through the pores, the aspect ratio should be kept low. Here the

thickness of the membrane is controlled to be around 1 µm to 2 µm.

To deposit materials we want through the AAO membrane, a suitable deposition tech-

nique should be selected. Evaporation in a high vacuum tube, either by thermal heating

or electron beam (ebeam), is a good candidate since it is a ballistic process. It should be

noted that the target materials should be placed right on top of the samples without tilting.

Other deposition methods like sputtering and chemical vapor deposition (CVD) should not

be used, since the atoms interact with the plasma gas, which inhibits the ballistic pro-

cess. Figure 3-13 shows silver (Ag) and amorphous silicon (a-Si) patterns we fabricated
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Figure 3-11: Process flow of transfer AAO pattern onto other substrates. (a) AAO grown
on Al foils by two step anodization; (b) Selective Al removal and pore widening, obtaining
a thin AAO membrane; (c) Evaporating other materials through the AAO membrane on
other substrates; (d) Removing the AAO membrane, leaving a pattern on the substrate
replicating the ordered AAO structure.

Figure 3-12: AAO membrane after Al removal and pore widening. (a) top-view SEM
image; (b) side-view SEM image; (c) Photograph showing a circular AAO membrane (with
a diameter of 1 cm) on a Si substrate, in comparison with a penny.
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using ebeam evaporation. The SEM images clearly reveal that the deposited Ag and a-Si

patterns directly replicate the nearly hexagonal AAO pore arrays.

Figure 3-13: SEM images of the deposited pattern through AAO membranes. (a) Ag; (b)
a-Si.

3.4 Simulation of the nearly hexagonal AAO pattern

The AAO fabrication and the pattern transfer process provide possible solutions to fab-

ricating the PC light trapping structures at low cost. However, it is still challenging to

fabricate a perfectly periodic pattern as we can make by lithographic technologies, even if

we use the two-step anodization. Imperfections always exist. Therefore, it is imperative to

understand how the irregularity will affect the light trapping performances, if we cannot

eliminate it. To quantitatively predict the light trapping effect, numerical electromagnetic

simulations based on the FDTD method are performed for 2 µm thick silicon. The sim-

ulation model is illustrated in Figure 3-14. Light is normally incident from air on a thin

film active Si layer of 2 µm. The PC light trapping structure combining DBR and grating

is in the backside of Si. The DBR consists of five pairs of aSi (65 nm) and SiO2 (170 nm)

layers, while the 150 nm thick grating is consisting of aSi cylinders embedded in the AAO

matrix. To investigate the influences of the disorder, two types grating structures are simu-
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lated and compared. Figure 3-14(b) shows the top view of the perfectly periodic structure

with period Λ = 380 nm and pore diameter D = 280 nm. As a comparison to the perfect

periodic structure, in Figure 3-14(c) a hexagonal pattern with distorted subunit cells is also

simulated to further approach the real AAO structure.

Figure 3-14: (a) Schematic cell structure with grating and DBR in the backside. Grating is
composed of aSi rods embedded in Al2O3 matrix. Top view: (b) perfectly periodic hexagonal
grating (PG) with period Λ and pore diameter D and (c) simulated AAO grating with
disorder. FDTD calculation domains are also shown by dashed boxes. Periodic boundary
condition is used for the super cell approach.

With the refractive indices of different materials given in [29], we calculate absorption

spectra of the silicon layers with different backside structures, which are plotted in Figure 3-

15. As expected, at wavelengths between 0.5 µm and 1.1 µm, stronger absorption peaks

for silicon with DBR (green color) are caused by thin film Fabry-Perot interference. When

the grating layer (either the periodic grating or the real AAO grating) is added, more

and stronger resonance peaks are induced, and the absorption enhancement is even more

significant (blue and red color) since the light can be diffracted into oblique angles to enhance

the absorption length. Because of the difference in the pore configurations, these two types

71



of gratings show resonance peaks with different positions and magnitude in the curves.

Figure 3-15: Simulated absorption spectra for the 2 µm thick silicon with different backside
structures.

To quantitatively compare the performances of different simulated structures, we cal-

culate short-circuit current densities (Jsc) based on the simulated absorption spectra in

Figure 3-15 as a figure of merit based on the equation:

Jsc = e

∫ λg

0
s(λ)A(λ)dλ (3.4)

where A(λ) is the calculated absorption spectrum and s(λ) is the standard AM1.5G solar

spectrum [33]. The calculated Jsc are summarized compared in Table 3.3. Compared to

the bare silicon without any reflector on the backside, the DBR gives rise to a 23% relative

enhancement. The combination of periodic grating (PG) and DBR structure indicates a

51% enhancement, while the AAO grating we fabricated is capable of achieving an even

higher increase (53%). These results demonstrate that the perturbed gratings fabricated

through AAO structure can at least have a similar light trapping effect as the perfect

periodic gratings fabricated by lithography.
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Table 3.3: Calculate short-circuit current density Jsc for solar cells in Figure 5-10.
cell types Jsc( mA/cm2) relative enhancement

no reflector 12.3 -
DBR only 15.1 23%

PG + DBR 18.3 51%
AAO + DBR 18.8 53%

3.5 Conclusion

In this chapter, we have reviewed the self-assembled AAO technology. We demonstrate

that this porous structure can be well controlled by tuning the anodization process. The

structural parameters such as pore period, diameter and thickness can be adjusted under

different experimental conditions, like electrolytes, applying voltage and anodization time.

Furthermore, we introduce the two step anodization method to obtain AAO structures with

more organized hexagonal patterns. In addition, we use FFT analysis to calculate the pore

period for the obtained ordered AAO. The ordered AAO pattern can also be transferred

onto other materials by evaporation. Finally, we have done some preliminary study on

the influences of the irregularity on the light trapping effect. We prove that the slightly

perturbed AAO pattern has a light trapping effect comparable to (or even higher than) the

perfectly periodic structures.
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Chapter 4

Light trapping in c-Si wafer-based

photoconductors by self-assembled

PC structure

In previous chapters, we have proposed using the designed PC structure by self-assembly

for effective light trapping in thin film Si solar cells. Before integrating this new technique

with an actual photovoltaic device, we choose a simple Si wafer-based photoconductor to

demonstrate the light trapping idea.1

4.1 Fundamentals of Si photoconductors

For a uniform semiconductor material like Si, its conductivity can be described as

σ = n0eµn + p0eµp (4.1)

where n0 and p0 are concentrations of free electrons and holes in thermal equilibrium,

and µn and µp are mobilities for electrons and holes, respectively. In other words, the

conductivity σ is directly proportional to n0 and p0 when µn and µp are constant. Under

light illumination, absorption and interband transition can generate excess electrons and

holes, thus change the conductivity to

1This work has been published as a part in “Integration of Self-Assembled Porous Alumina and Dis-
tributed Bragg Reflector for Light Trapping in Si Photovoltaic Devices,” IEEE Photonics Technology Letters,
22, 1394 (2011) [41]. Copyright IEEE. Reproduced with permission.
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σ = (n0 + δn)eµn + (p0 + δp)eµp (4.2)

Therefore, the material becomes more electrically conductive. This phenomenon is called

photoconductance, and the conductivity difference is called photoconductivity,

δσ = δneµn + δpeµp (4.3)

If we assume each electron and hole pair is generated by one absorbed photon, we can deduce

that the photoconductivity is proportional to the incident light intensity and absorption

efficiency of the device. Therefore, a photoconductor exhibits a similar dependence on

photon absorption as a photovoltaic device. In addition, fabrication of photoconductors

is much easier and more flexible than that for photovoltaic devices, since no doping or pn

junctions are required. Photoconductors have been widely used in various applications for

photon detection [42].

4.2 Device fabrication

The process flow for fabricating the Si photoconductor with PC light trapping structures is

illustrated in Figure 4-1. The details for each step are discussed below.

4.2.1 Si photoconductor

Since thin-film Si devices cannot be easily fabricated with PC integration, here we use

single crystalline Si wafers. For thick Si wafers, single pass absorption is very high for most

wavelengths, so the light trapping effect is only observable in wavelengths very close to

bandgap. The Si wafers are slightly p-doped and double-side polished, with a thickness of

300 µm. Al metal pads are evaporated on top of the Si wafers, forming ohmic contacts for

the photoconductor.

4.2.2 AAO process

To fabricate the 2D AAO grating via self-assembly, a 150 nm thick aluminum (Al) film is

deposited on the backside of the silicon wafer. Then the Al film is anodized in a 4 wt%

phosphoric acid at a voltage of 150 V until the Al film is completely oxidized to aluminum
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Figure 4-1: Process flow for fabricating the Si photoconductor with PC structure for light
trapping.

oxide. During anodization, the temperature is maintained at 5 ◦C to prevent electrical

breakdown. Afterwards, the samples are immersed in 5 wt% phosphoric acid for about 2 h

at room temperature to widen the pore size and remove the barrier layer.

The inset of Figure 4-2 shows a scanning electron microscope(SEM) image of the porous

alumina structure after the pore widening treatment. The regularity of the pore distribution

is revealed by the 2D FFT technique mentioned in Chapter 3. To derive the characteristic

length scale of AAO, the averaged radial intensity distribution is plotted as a function of

distance from the center. From the scattering peak at the characteristic spatial frequency

of g0 = 3.05 µm−1, the average pore-to-pore distance of the near-hexagonal AAO can be

determined to be L = 2√
3g0

, which is about 380 nm. The average pore diameter of AAO is

determined from the SEM image to be about 280 nm.

4.2.3 DBR deposition

Five pairs of alternating amorphous Si (65 nm) and SiO2 (170 nm) layers are deposited by

plasma enhanced chemical vapor deposition (PECVD) to fill the pores and form the DBR.

We test the performance of the planar DBR and the measured reflectance is illustrated in
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Figure 4-2: FFT intensity profile of SEM image as function of reciprocal distance from
origin, from which interpore distance of AAO is derived. Inset shows SEM image of AAO
after pore widening. Averaged pore distance Λ and pore diameter D are also shown.

Figure 4-3, in comparison with the calculated results. The measurement and calculation

show a good agreement, with a photonic bandgap from 0.75 µm to 1.3 µm. Within this

gap, the obtained reflectivity is close to 100%. For thick Si wafers, light trapping is effective

near the Si bandgap (between 0.9 µm and 1.1 µm). Therefore, this DBR is suitable for the

Si photoconductor we fabricate above.

4.3 Experimental results

Before we do the measurements, we estimate the magnitude of the generated photocurrents.

The intrinsic Si wafers we use have a resistivity of about 10 Ω · cm, and the distance between

two metal contacts is around 0.1 cm. We can also assume the cross section area for current

flow is about 0.01 cm2. Therefore, the Si resistance in our measurement is

R = ρ
L

A
≈ 100 Ω (4.4)

If we apply a bias of 1 V, the dark current (without illumination) is about Idark =

V/R = 10 mA. When we are measuring the photocurrent, we have to measure the current

at monochromatic illumination. Therefore, we use a monochromator to split the spectrum

of white light and generate a light beam with a single wavelength. For the monochromator
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Figure 4-3: Comparison of the measured and calculated reflectivity spectra for DBR.

and light source we are using, the incident power P at each wavelength is about 1 µW. If

we assume the wavelength is 1 µm, the absorption is 100% (usually this is very difficult to

reach), the photocurrent at each wavelength is Iph = ePλ
hc ≈ 1 µA, which is much smaller

than the dark current. Therefore, it is very difficult to capture such a small signal from a

static current measurement. Here we implement a lock-in amplifier to capture this current

difference using a dynamic measurement.

Figure 4-4 shows the schematic for the instruments we use for photo response measure-

ment [43]. A white light source is generated by a halogen bulb, coupled to a monochromater

(H20 IR Jobin Yvon). The monochromator can be remotely controlled to select a specific

wavelength (with a spectral width of around 10 nm) from 0.4 µm to 1.1 µm. Subsequently,

the monochromatic light is passing through a chopper controlled by a lock-in amplifier. The

chopping frequency is fixed to be 40 Hz. The modulated light is focused on the photode-

tector, which is the Si photoconductor in our case. The captured response (photo current),

which is also modulated at the chopper frequency, can be integrated within a fixed time

constant and therefore amplified. The lock-in amplifier is a very useful tool that can extract

a signal in an extremely noisy background.

The measured photoconductive response for samples with different backside structures

are shown in Figure 4-5. Here an arbitrary unit is used. Since photons at short wavelengths

(smaller than 1 µm) are completely absorbed by the thick active silicon layer within one
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Figure 4-4: Schematic of the setup used for photo response measurement.

pass, the light trapping effect cannot be observed in this range and the photoresponses are

very similar for all the different samples. Above 1 µm, an increase in the photoresponse

can be clearly observed for a backside DBR structure, while the integration of an AAO and

DBR can achieve even higher performance, in agreement with our predictions.

Figure 4-5: Measured photoconductive spectral response of the Si photoconductors with
and without DBR and AAO+DBR on backside of the devices.
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4.4 Conclusion

In this chapter, we perform photoconductance measurements on thick Si wafer-based pho-

toconductors to demonstrate the light trapping effect of the self-assembled AAO grating

and DBR. The experimental results show the enhancement of photo collection near the Si

band edge, which confirms that the AAO and DBR structures can be applied for optical

path length increase. Considering a thin-film Si cell with a thickness of several microme-

ters, the efficiency increase would be much more significant. Using the PC structures to

improve the performances for thin-film Si solar cells will involve more works. For example,

the structural parameters like grating period and thickness should be optimized to boost

the cell efficiency as much as possible. In addition, fabrication compatibility issues should

be taken into account, to implement the AAO structures without any damage to the active

devices. The design and fabrication of PC structures for thin-film Si cells will be discussed

in next chapter.
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Chapter 5

Design and fabrication of light

trapping structures for thin-film Si

solar cells

In previous chapter, we have experimentally demonstrated the light trapping effects of our

proposed PC structures on thick Si wafer-based photoconductors. A Si photovoltaic device,

especially a thin-film Si device, is much more complicated than simple photoconductors and

involves more complex fabrication technologies. In this chapter, we present the design and

fabrication of PC structures for thin-film Si solar cells. We first begin with the fabrica-

tion and measurements of conventional thin-film amorphous Si (a-Si), microcrystalline Si

(µc-Si) and micromorph Si solar cells. We then calculate and optimize the performances

of PC on µc-Si cells. Finally, we experimentally implement the optimized light trapping

structures into µc-Si cells and measure the cell performances, demonstrating the efficiency

improvement and the light trapping effects of PC.1

5.1 Introduction of thin-film Si solar cells

Although the current PV market is dominated by thick Si wafer-based technology, thin-

film Si cells have become an emerging field because of the lower cost and potential for

1Part of the work in this chapter has been published in “Design and Non-lithographic Fabrication of Light
Trapping Structures for Thin Film Silicon Solar Cells,” Advanced Materials, 23, 843 (2011) [44]. Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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large scale production. Various types of thin-film Si solar cells have been invented and

fabricated, including single crystalline Si (c-Si), polycrystalline Si (poly-Si), amorphous

Si (a-Si), microcrystalline Si (µc-Si) and micromorph Si cells. Several methods are being

applied for thin-film Si cell fabrication, such as plasma enhanced chemical vapor deposition

(PECVD), hot wire chemical vapor deposition (HWCVD) and layer transfer process (LTP)

[45,46]. Here we mainly focus on PECVD technique, since it has been applied in industrial

manufacturing and is available in conventional and standard cleanroom process.

5.1.1 Device structures and fabrication

Figure 5-1 shows the typical layouts for various types of thin-film Si solar cells fabricated by

PECVD technique. A complete thin-film Si solar cell consists of several layers: a substrate,

front contact, back contact, and a pn junction. Here we use a superstrate approach, in

which transparent glass plates are used on top of the actual devices as substrates, and

the incident light is from the top of glass. Substrate approaches can also be used for

thin-film Si solar cells, where glass or stainless steel are used as bottom substrates [47].

Transparent conductive oxides (TCOs) are deposited by sputtering or CVD process on glass

as front contacts. The conventionally used TCOs can be indium tin oxide (ITO), fluorine

doped tin oxide (SnO2:F) and aluminum doped zinc oxide (ZnO:Al). Then a vertical p-i-n

junction made of a-Si or µc-Si is formed as the active homojunction device by PECVD

process. Usually the highly dope p and n regions are very thin (about 10 nm) so that the

recombination loss can be minimized. We can also make a double junction cell comprising

both a-Si and µc-Si p-i-n junctions, which is called micromorph Si cell [3]. Three-junction

(Tandem) a-Si/µc-Si/a-Ge cells have also been proposed [48]. Again, TCOs are deposited as

back contacts. Finally, a highly reflective layer is placed in the bottom as backside mirror.

This layer can be made of metals like silver or aluminum, or white paint with dielectric

particles [49].

5.1.2 Device characterization techniques

To obtain the solar cell performances, several important device characteristics should be

measured, including current-voltage (IV ) relationships and external quantum efficiency

(EQE) spectra. Figure 5-2 shows the draft of instrumental setup to do these measurements.

To minimize the influences of contact resistances, we utilize a four-point probe station, in
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Figure 5-1: Structures for different types of thin-film Si solar cells fabricated by PECVD
technique. (a) a-Si; (b) µc-Si; and (c) micromorph Si. Sunlight is incident from the top of
glass plates.

Figure 5-2: Instrumental setup for solar cell characterizations. The device is place on a four-
point probe station. When the incident light is standard sunlight from a solar simulator,
the setup is used to take current-voltage (IV ) measurement. When the incident light
is monochromatic light, the setup is used to measure photocurrent at zero bias and the
external quantum efficiency (EQE) can be deduced.

85



which the current and voltage are measured from different channels. The incident light

can be tuned to white light with standard Air Mass 1.5G spectrum [33] or monochromatic

light with a single wavelength. If we want to do IV measurement and calculate the cell

efficiency, we use a 1200 W Oriel solar simulator passing through a standard AM1.5G filter

(Sciencetech Inc.). The incident light intensity is referenced by an NREL calibrated stan-

dard solar cell. A Keithley 2425 source meter is used to inject different current to the cell,

while the corresponding voltage is measured independently from the other two channels.

We define current density J = I/A, where A is the device area. From the measured JV

curve under illumination, we can obtain several important figures of merit for solar cells

including Jsc, Voc, FF and efficiency.

External quantum efficiency (EQE) characterize the ratio of the number of collected

charge carriers to the number of incident photons at a specific wavelength. If we want

to measure the EQE spectra, monochromatic light is generated by passing the white light

source to a H20 IR monochromator, scanning from 400 nm to 1200 nm. In this case, we only

need to measure the generated photocurrent at each wavelength, so we fix the bias to 0 V

and measure the current density J(λ). If the incident spectrum from the monochromator

is known to be P (λ) (in watt per unit area), we can calculate the EQE:

EQE(λ) =
J(λ)

P (λ)
· hc
eλ

(5.1)

5.1.3 Device performances

Three types of thin-film Si solar cells are illustrated in Figure 5-1. The materials and layer

thicknesses we use are: 4 mm glass, 1 µm ZnO:Al as front contact and 0.4 µm ZnO:Al

as back contact. For the a-Si cell, the p-i-n active layers are 10 nm p-type a-Si, 350 nm

intrinsic a-Si and 25 nm n-type a-Si. For the µc-Si cell, the p-i-n active layers are 15 nm

p-type µc-Si, 1500 nm intrinsic µc-Si and 18 nm n-type µc-Si. The micromorph cell has

both p-i-n a-Si and p-i-n µc-Si junctions, and the corresponding thickness of each layer is

identical to the single junction cells. In commercial products, the front and back TCO layers

are intentionally textured to enhance optical scattering and cell efficiency. Here untextured

devices are used, since we want to demonstrate the light trapping effects of our proposed

PC structures and exclude other effects. Performances for different types of textures will

be compared and discussed later.
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Figure 5-3 plots the measured current voltage relationship for the µc-Si, a-Si and mi-

cromorph Si cells. The calculated short circuit current density (Jsc), open circuit voltage

(Voc), fill factor (FF) and efficiency are summarized in Table 5.1. The a-Si cell shows higher

performances compared to the µc-Si cell (efficiency 5.24% versus 1.98%), because the a-Si

solar cell technology has been developed for a long time and the process is more optimized,

while the µc-Si cell technology is an emerging one and more efforts are needed to optimize

its performance. The a-Si cell also has a higher Voc since the bandgap for a-Si is larger

(about 1.7 eV) than crystalline Si (1.1 eV). This is also reflected from the measured quan-

tum efficiency spectra, where the a-Si cell shows a lower cutoff wavelength than the µc-Si

cell.

Figure 5-3: IV characteristics measured under AM1.5G spectrum for µc-Si, a-Si and mi-
cromorph Si cells.

Table 5.1: Measured characteristics for µc-Si, a-Si and micromorph Si cells.
Jsc( mA/cm2) Voc( V) FF efficiency η (%)

µc-Si 7.95 0.43 0.58 1.98

a-Si 11.8 0.81 0.55 5.24

micromorph 8.46 1.27 0.65 6.93

IV and EQE measurements are also performed for the micromorph cell. As shown in

Figure 5-3 and Table 5.1, the micromorph cell shows the highest efficiency since it takes

the advantages of both the a-Si and µc-Si junctions. Due to the serial connection, the Voc

for the micromorph cell is the sum of that for the individual a-Si and µc-Si cells, while the
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Figure 5-4: EQE spectra using monochromatic light from 300 nm to 1100 nm for the µc-Si
and a-Si cells, respectively.

Jsc is limited by the junction that has a lower value. The EQE spectra is illustrated in

Figure 5-5, with the photon response measured separately for the individual a-Si and µc-Si

junctions. Due to the current match issue, the experimental setup for measuring the EQE

of tandem cells is more complicated than that for a single junction device. The current of

one junction should be saturated first with a probe light, while the response of the other

junction can be measured using monochromatic light. For example, an intense green light

beam (λ = 400 nm) is used to saturate the top a-Si cell in order to measure the EQE for

the bottom µc-Si cell. Similarly, when measuring the EQE for the top a-Si cell, the bottom

µc-Si cell is saturated by an intense infrared light beam (λ = 750 nm). The overall EQE

can be obtained by combining the spectra for the individual cells.

5.2 Design and optimization of PC structures for thin-film

µc-Si solar cells

Based on the device performances we measure in previous section, we can start to design

the PC structures for efficiency improvement. The a-Si cell has a cutoff wavelength of about

700 nm, above which no EQE can be observed. Also, the band structure for a-Si is like that

of a direct bandgap semiconductor, which means the absorption is relatively high above

the bandgap compared to crystalline Si. In addition, the PC structures we propose also
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Figure 5-5: EQE spectra using scanning monochromatic light as well as a saturation probe
light, separately measured for the µc-Si junction and a-Si junction in the micromorph cell.

contain a-Si in both the grating and DBR layers. The PC is highly absorptive below 700 nm,

introducing significant parasitic loss. Therefore, a-Si cell is not a suitable device for our

proof of concept, unless we find an alternative material for a-Si in our PC. The micromorph

Si solar cell is a tandem junction cell, including two p-i-n junctions serially connected.

Therefore, current match issues should be considered. If the a-Si top cell limits the overall

current, light trapping effects are very difficult to detect even when the photocurrent in

the µc-Si bottom cell is greatly improved. As a result, the µc-Si cell is the best candidate

for our design and experimental demonstrations, because it has similar optical constants

as single crystalline Si, and light trapping issue occurs mainly in the near-IR regime. In

addition, it has a single junction so no current match issues are involved. Therefore, here

we implement our PC structures into the µc-Si cells for design and demonstration.

In our model, we use the FDTD method [31] to simulate the optical absorption in

the µc-Si cells.2 As shown in Figure 5-6, the active device is similar to what we present

in Figure 5-1. The thicknesses for front and back ZnO layers are mentioned in previous

section. Here we neglect the thin p-type and n-type µc-Si layers, only assume a 1500 nm

thick µc-Si layer interposed between the two ZnO layers. The light trapping configuration

includes a self-assembled 2D hexagonal pattern as a grating layer, as well as a DBR. Optical

2We use a commercially available software from http://www.rsoftdesign.com/products.php?sub=

Component+Design&itm=FullWAVE.

89

http://www.rsoftdesign.com/products.php?sub=Component+Design&itm=FullWAVE
http://www.rsoftdesign.com/products.php?sub=Component+Design&itm=FullWAVE


Figure 5-6: (a) The device layout and the schematic light trapping effect induced by inte-
grating our designed PC structure comprising a self-assembled 2D grating and a DBR on
the backside. (b) Top view of the grating layer, which has a hexagonal Si pattern embedded
in SiO2 matrix with period Λ and rod diameter D.

constants (refractive index n, extinction coefficient κ) for all the materials except ZnO:Al

are obtained from the Ref. [29]. Here we assume µc-Si has similar optical constants as

crystalline Si. The optical constants of ZnO:Al is measured by ellipsometry and shown in

Figure 5-7. With all the structural parameters and material properties, we can numerically

simulate the absorption in the active µc-Si layer A(λ) for different solar cell structures. To

compare the performances for different devices, we use the short-circuit current density as

the figure of merit:

Jsc = e

∫
A(λ)S(λ)dλ (5.2)

Here S(λ) is the AM1.5G spectrum, and we assume each absorbed photon can generate

one electron-hole pair, meaning the internal quantum efficiency is 100%. Therefore, Jsc is

critically dependent on the light trapping of cells, and we will use it as the figure of merit

to compare different light trapping structures. In our design, other device properties like

Voc and FF are not sensitive to the back structure, so the cell efficiency is almost directly

proportional to Jsc. The structural parameters should be carefully designed to increase the

photon absorption in the red and near-IR range in order to achieve highest performance.

5.2.1 DBR optimization

We use 5 pairs of a-Si and SiO2 as the DBR layer, which can be deposited through the

PECVD method at 150 ◦C. The target range for the photonic bandgap is slightly different
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Figure 5-7: Measured refractive index n and extinction coefficient κ for ZnO as a function
of wavelength.

from what we present in previous chapter, since we aim at slightly shorter wavelengths. We

choose 40 nm a-Si and 130 nm SiO2 for each layer, and we test the reflectivity on a planar

glass substrate. For comparison, a planar 200 nm aluminum film deposited by PECVD is

also measured. The reflectivity of the DBR is measured using a Cary-500i UV/vis/near-

IR spectrophotometer. The reflectivity results are measured and compared, illustrated in

Figure 5-8. The simulation results are done through scattering matrix method [35]. The

spectrum shows that we can obtain more than 99% reflectivity from 600 nm to 1100 nm,

much better than a conventional Al metal reflector with a reflectivity of about 90%.

5.2.2 Effect of backside ZnO layer thickness

In previous chapter, we implemented the self-assembled AAO and DBR structures within

c-Si photoconductors and demonstrate the light trapping effects. As shown in Figure 4-2,

the fabricated AAO structure has an average period of 380 nm. However, those structures

are not fully optimized. In addition, the thin-film µc-Si cell we study here has a different

configuration. Especially, the low index ZnO contact layer between the grating and active Si

device may greatly influence the scattering effect. We investigate the calculated Jsc for the

device structure shown in Figure 5-6 with different back ZnO thicknesses. We still assume

the grating has a period of 380 nm and a thickness of 100 nm. The results are listed in

Table 5.2. If there is no ZnO layer between the grating and Si, the Jsc can be improved by
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Figure 5-8: Comparison of the measured and calculated reflectivity spectra for DBR and
the 200 nm Al film.

50% using the aforementioned grating and DBR, consistent with the results we obtain in

Table 3.3. However, the absorption enhancement decreases as we increase the ZnO thickness.

The device with grating, DBR and 400 nm thick ZnO shows a performance (19%) similar to

the cell with DBR only (18%). This means the scattering effect introduced by the grating is

greatly reduced when creasing the ZnO thickness. Therefore, the grating parameters should

be redesigned and optimized to accommodate the fabricated device configuration.

Table 5.2: Calculated relative Jsc increase for µc-Si cells with fixed grating and DBR
structures and different backside ZnO thicknesses.

cell type relative Jsc increase

reference (without grating or DBR, 400 nm thick ZnO) -

with DBR only, 400 nm thick ZnO 18%

with grating and DBR, no ZnO 50%

with grating and DBR, 50 nm thick ZnO 37%

with grating and DBR, 100 nm thick ZnO 29%

with grating and DBR, 400 nm thick ZnO 19%

5.2.3 Grating optimization

The structure of the grating layer is composed of a hexagonal a-Si array embedded in a

SiO2 matrix. As shown in Figure 5-6, the grating parameters are period (Λ), the Si rod

diameter (D), and the grating thickness (t). Here we assume that the area ratio of a-Si and
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SiO2 is 1:1, which means that D is set to about 0.74Λ. The influence of Λ and t on the

light trapping effect is plotted in Figure 5-9. If there is no grating layer (t = 0), only the

DBR has an effect and absorption peaks induced by Fabry-Perot interferences are enhanced

(Figure 5-10). The relative improvement of cell efficiency is about 19% as compared to

the reference device structure without DBR and grating. When the grating period Λ is

too small (Λ < 400 nm), absorption increase caused by the grating is not very significant.

This differs from some previous numerical predictions and experiments, which indicate that

strong enhancement occurs for a grating period Λ around 300 nm [21, 41]. The reason is

due to the low-index ZnO contact layer between the active Si layer and the grating, which

changes the diffraction condition and requires a larger grating period for effective scattering

(the first order diffraction occurs when Λ > λ/n, n is the index for the layer close to

the grating). The region for optimum response ranges from 600 nm to 700 nm for Λ, and

corresponds to about 100 nm for t, where strong light diffraction appears and causes an

optimal relative Jsc improvement of up to 34%.

Figure 5-9: Schematic plot of the relative Jsc increase as a function of the grating period
Λ and thickness t. The performance is compared to the reference cell structure without
grating and DBR.

Figure 5-10 compares the simulated absorption spectra for reference cell, cell with DBR

only, and cell with optimized grating (with Λ = 700 nm and t = 120 nm) and DBR. It can
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be seen that all the devices exhibit identical response at short wavelengths (λ < 500 nm),

since photons at this spectral range can be fully absorbed at a single pass and the absorption

is only limited by the reflection at the front surface. At longer wavelengths (λ > 500 nm),

we clearly observe the effects of grating and DBR. The enhanced absorption peaks for the

device with DBR only are due to the Fabry-Perot interference effect. When the optimized

grating layer is added, more interferences are introduced by various scattering mechanisms,

further improving the overall absorption efficiency.

Figure 5-10: Simulated absorption spectra for cell structure with different configurations
on the backside.

5.2.4 Rod diameter optimization

For simplicity, we simulate the effect of rod diameter with optimized Λ and t (Λ = 700 nm

and t = 120 nm). We plot the Jsc enhancement as a function of the Si:SiO2 area ratio in

Figure 5-11. The maximum value is obtained when the fraction of SiO2 is chosen to be

50%. When the SiO2 fraction is approaching 0 or 1, the grating will lose its effect, and the

enhancement of around 18% is totally from the DBR. This is also consistent with results in

Ref. [35].
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Figure 5-11: Relative Jsc improvement as a function of the Si:SiO2 area ratio.

5.3 Fabrication and experimental results for thin-film µc-Si

solar cells

5.3.1 PC structure fabrication

We use the self-assembled AAO technique to non-lithographically fabricate the submicron

grating layer. The technique has been reported to pattern Al surfaces as substrates for

solar cells [50], and in Chapter 4 we have demonstrated directly fabricating the AAO layer

on crystalline Si wafers [41]. However, these methods are not compatible with our thin-

film µc-Si cells, since the ZnO layers are severely damaged during the anodization process.

Therefore, we choose an alternative method, which is using the AAO membrane as a tem-

plate. The process flow is illustrated in Figure 5-12. The details for this method have been

discussed in Chapter 3.

Figure 5-12: Illustration of the procedure for fabricating the light trapping structure. (a)
forming the a-Si pattern by evaporative deposition through AAO membrane; (b) making
DBR by PECVD.
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By using two step anodization method at a constant DC voltage of 280 V in a citric

acid solution, an AAO membrane structure is fabricated, with a period of about 700 nm,

a thickness of about 2 µm and a porosity of nearly 50%. The SEM image of the AAO

membrane is shown in Figure 5-13. We can more accurately calculate the period to be

Λ = 672 nm through the 2D FFT image (Figure 5-14).

Figure 5-13: SEM image of the as-prepared AAO membrane used for deposition mask.

Through the AAO mask, 120 nm thick a-Si is deposited on the backside of the reference

µc-Si cells using electron beam evaporation. During the deposition, the height of the a-Si

pattern is simply dependent on the deposition time. The AFM image in Figure 5-15 reveals

that the deposited a-Si pattern directly replicates the hexagonal AAO pore arrays. Before

the subsequent DBR deposition, the a-Si pattern was covered by a thin SiO2 layer, therefore

working as a grating layer similar to that in our simulation model, with Λ = 700 nm and

t = 120 nm.

It should be noted that the fabricated a-Si grating pattern exhibits a cone-shape struc-

ture with some irregularity. Simulation results in Table 5.3 compares the performance of

different grating shapes, including the real grating pattern imported from the scanned AFM

image (with a 3 µm by 3 µm range) in Figure 5-15 and the perfectly periodic cylindrical

array (with Λ = 700 nm and t = 120 nm). The fabricated grating pattern shows a very

similar performance (relative increase 29%) compared with the optimized, perfectly peri-

odic hexagonal structure (32%). Despite of non-perfect periodicity, the effectiveness of the
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Figure 5-14: Rotational averaged radial intensity profile as a function of reciprocal distance
from origin, based on the 2D FFT image of the SEM in Figure 5-13(shown in the inset).

Figure 5-15: AFM image of the deposited a-Si pattern.
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fabricated grating deposited through the AAO membrane, is achieved by implementing op-

timized design parameters and a medium range order that is longer than the wavelength in

the optical media (λ/n).

Table 5.3: The perdicted efficiency improvement for different grating shapes, where the
“perfect grating” is the periodic hexagonal array show in Figure 5-6 (with Λ = 700 nm
and t = 120 nm), and the “fabricated grating” refers to the a-Si pattern imported from the
AFM image in Figure 5-15.

calculated ∆η/ηref calculated ∆η/ηref
for perfect grating for fabricated grating

PC 32% 29%

For comparison, we also fabricate other types of light trapping structures. We implement

a similar technique to fabricate a-Si patterns with an average period of 380 nm using the

AAO shown in Figure 3-9. In addition, planar DBR (by PECVD) or aluminum reflector

(200 nm, by Ebeam evaporation) are also deposited on the backside of unpatterned µc-Si

cells.

5.3.2 Device performance

The photovoltaic performances of µc-Si solar cells with different back structures are mea-

sured under AM1.5G spectrum. Figure 5-16 shows the current density-voltage (JV ) curves,

and the characteristic parameters derived from JV curves are summarized in Table 5.4. The

relatively low absolute efficiency is due to imperfections in the µc-Si materials, which induce

a high recombination rate. Nevertheless, it can be seen that the Jsc is considerably higher

if grating and DBR are used as light trapping structures. This result is expected since

the light trapping schemes increase the density of photogenerated carriers due to higher

optical absorption. Furthermore, the Voc and fill factor (FF ) are not affected by the back-

side structure, in contrast to other light trapping configurations such as textured silicon

interface, which causes degradation in Voc and FF . The reason for this behavior is that our

self-assembled 2D grating and DBR significantly enhances light trapping without increasing

surface recombination or adversely affecting carrier transport as textured Si interfaces do.

In Table 5.5 we summarize the measured efficiency and relative efficiency increase for

cells with different light trapping structures. Compared to the reference cell without any

backside structure, planar aluminum reflector improves the cell efficiency by 7%, while the

DBR can achieve an increase of 13%. This is consistent with the reflectivity difference

98



Figure 5-16: JV curves measured under AM1.5G spectrum for µc-Si devices with various
back structures.

Table 5.4: Measured characteristics for µc-Si cells with different backside structures.
cell type Jsc( mA/cm2) Voc( V) FF efficiency η (%)

reference 8.09 0.416 0.57 1.93

DBR only 9.32 0.418 0.56 2.18

GRT + DBR 9.94 0.422 0.56 2.34
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between Al and DBR shown in Figure 5-8. The PC structure containing a period-380 nm

grating and DBR exhibits a very similar efficiency increase compared to the planar DBR,

while the solar cell with optimal grating and DBR shows the highest performance with a

relative improvement of 21%. These results show an agreement with the grating optimiza-

tion graph Figure 5-9. The differences between simulated and measured data mainly come

from the non-idealities such as electron-hole recombination as well as inherent interfacial

roughness of the TCO layers.

Table 5.5: The measured efficiency and relative improvement compared to the reference
cell.

cell type efficiency relative increase ∆η/ηref
reference 1.93% -

planar Al reflector 2.07% 7%

DBR only 2.18% 13%

GRT (period 380 nm) + DBR 2.19% 13%

optimal GRT + DBR 2.34% 21%

To further confirm the results, external quantum efficiency (EQE) measurements are

also taken. Using a monochromator, the photon responses are collected in the spectral

range from 400 nm to 1100 nm, as illustrated in Figure 5-17. For short wavelengths (below

500 nm), the EQE curves remain identical for all solar cells, since µc-Si has an absorption

length that is shorter than the device thickness (1500 nm). In agreement with our simu-

lation, significant EQE enhancement can be seen from 600 nm to 900 nm. For the device

with only DBR, a series of distinct peaks arise due to stronger interferences in the thin

film layers. When the grating layer is added, light diffraction occurs and part of the re-

flected light propagates at oblique angles with much longer optical path length than the film

thickness. Therefore, the spectrum becomes smoother and even higher EQE is achieved,

especially from 700 nm to 800 nm. Overall, the EQE spectrum experimentally confirms our

theoretical predictions. The measured spectra are smoother than the calculated spectra

in Figure 5-10 and no distinct sharp peaks can be observed. This is mainly due to the

resolution of the monochromator (around 10 nm) and the non-ideality and aperiodicity of

the a-Si pattern.
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Figure 5-17: EQE spectra using monochromatic light from 400 nm to 1100 nm for µc-Si
devices with various back structures. It can be observed that the cell with both grating and
DBR shows the highest quantum efficiency in the red and near-IR range, thus obtaining
the highest efficiency.

5.4 Summary

In this chapter, we first review the structures, fabrications and performances for different

types of thin-film Si solar cells, including a-Si, µc-Si and micromorph Si cells. The PC

structure for light trapping in thin-film µc-Si solar cells is optimally designed with numeri-

cal simulations and experimentally implemented through a non-lithographic, self-assembled

technique that can potentially be scaled up to large area. Although there is plenty of room

to improve the active material quality in the future investigation, the 1.5 µm prototype

µc-Si devices integrating our proposed backside PC structure yield a 21% improvement in

efficiency. This is further verified by quantum efficiency measurements, which clearly indi-

cate stronger light absorption in the red and near-IR spectral ranges. Through appropriate

design, this technique could also be implemented in other high-efficiency a-Si, micromorph

Si and even single crystalline Si solar cells for efficiency enhancement. These results pro-

vide a low-cost and deterministic approach for achieving efficiency enhancement by light

trapping in thin-film silicon solar cells.
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Chapter 6

Fundamental performance limits

for thin-film Si photovoltaics

In previous chapters, we have demonstrated that the efficiency of thin film µc-Si solar cells

can be greatly improved by using our proposed self-assembled template approaches. We can

make more efforts to further boost the cell performances, for example, by optimizing the

deposition conditions, improving the TCO layers and passivating the surfaces and interfaces.

Current thin-film Si single junction solar cells with the best performances, however, still

show inferior performance compared to Si wafer based techniques and thus become less

competitive [18]. In this chapter, we explore the fundamental efficiency limits for a single

junction thin film Si solar cell (for example, with an active layer thickness of 1.5 µm). First,

we discuss the fundamental Lambertian limits for light trapping in thin film Si, and develop

an optimization based method to optimize periodic textures for thin film Si cells.1 We then

predict the optimal efficiency for a thin film Si cell based on Shockley-Queisser theory. We

conclude that it is still possible to design a thin film Si solar cell approaching 20% efficiency.

1This work has been published in “Optimization-based design of surface textures for thin-film Si solar
cells,” Optics Express, 19, A841-A850 (2011) [51]. Copyright Optical Society of America. Reproduced with
permission.
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6.1 Optimization-based design of surface textures for light

trapping

For thin film Si photovoltaics, one of the major challenges is to absorb light at near-IR

wavelengths where the absorption length is much larger than the active layer thickness.

Besides our works, various light trapping schemes have been proposed and experimentally

demonstrated as promising solutions for efficiency enhancement. Figure 6-1 shows some

examples of light trapping design. Front and/or back surface textures (whether periodic or

aperiodic) can improve efficiency by scattering normally incident light into the plane of the

film, but are limited by the fact that the same texture also scatters in-plane light back out

of the film. In order to understand these limits, different authors have considered textured-

surface absorption under models with restricted assumptions for which an explicit limit

can be derived (detailed derivation can be found in Appendix A). The most well-known

models are pioneered by Yablonovitch [23], in which the efficiency enhancement is at most

4n2 in 3D strutures for a film with index n. The result is known as the Lambertian limit,

Yablonovitch’s limit, 4n2 limit, ergodic limit and/or statistical limit. It is a thermodynamic

limit based on the conclusion that the number of photonic density of states is increased by

a factor of n2 when light propagates from air to a dielectric material. For 2D structures,

the enhancement factor 4n2 is reduced to πn. However, the Lambertian limits (πn and

4n2) are based on the assumption that the incoming light is isotropically distributed. We

know that the incident sunlight is not isotropically distributed through out the daytime,

and usually it peaks in the middle of the day (for normal incidence). It has been shown

that restricting the incident angles to lie within a cone with the half-angle θ results in

a theoretical enhancement limit of 4n2/ sin2 θ (for 3D) or πn/ sin θ (for 2D) [52], which

can be used for a concentration system. However, here we consider only infinite thin-

film geometries without light-concentrating systems, so these results may no longer apply.

Although Lambertian limits are still valid for isotropic incidence, we still do not know how

to obtain an angular/enhancement tradeoff, how to design a surface texture to achieve the

best performance, and what is the maximum enhancement for normal incidence.

More recently, a more generalized Lambertian model has been developed and extended

to finite film thickness and finite spectral range for periodic structures at normal incidence

by Yu and others [9]. In their theory, the authors modeled the film by a set of guided-
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Figure 6-1: Examples of light trapping design for thin film Si solar cells. (a) Traditional
textures based on rough TCO surface [3]; (b) Triangular periodic grating structure [6]; (c)
“Nano-dome” solar cells based on pre-patterned substrates [7]; (d) Multi-layered grating
structures [8].

wave resonances, assuming isotropic scattering by requiring equal scattering into all allowed

resonances and weak scattering by modeling the resonances as exponentially decaying leaky

modes. However, the performances of these models may not be fundamental limitations,

and it is possible that larger efficiency enhancement can be achieved by violating the weak

and isotropic scattering assumptions of the models. We perform full electromagnetic wave

simulations to investigate the influence of different light trapping structures in thin film

silicon cell. Furthermore, an optimization algorithm is implemented in our numerical model

to explore the light trapping limit for periodic structures.

6.1.1 Computational Method

The 2D device structure used in our numerical model is illustrated in Figure 6-2. From top

to bottom, it consists of air (semi-infinite), 1.5 µm crystalline silicon (Si), 0.5 µm silicon

dioxide (SiO2) and a perfect reflector on the backside. For the sake of simplicity, electrical

components like metal grids or transparent conductive oxides (TCOs) are not included in

the optical model. Meanwhile, the silicon is considered to be intrinsic and the effects of p
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and n regions are neglected. The front surface of silicon and the interface between SiO2 and

reflector are kept flat, and only the interface between Si and SiO2 are textured. It should

be noted that the volumes of Si and SiO2 are kept constant when different type of textures

are evaluated. That means, if the texture is characterized by a function H(x), we enforce

that the average Havg is held constant at 0.5 µm.

Figure 6-2: (left) Schematic device structure for a thin film Si solar cell with a textured Si
/ SiO2 interface. The averaged thicknesses for Si and SiO2 layers are 1.5 µm and 0.5 µm,
respectively. (right) Different types of texture we investigate are symmetric triangular
grating, asymmetric sawtooth grating and general periodic structures with Fourier series.

To simulate this structure, we employ the FDTD method [31] implemented via the

open source code MEEP [32]. The simulation cell size is Λ in the x direction, with a

periodic boundary condition for normal incident light and a grid resolution of 10 nm. The

material refractive indices are 3.6 for Si and 1.4 for SiO2. The Si layer is assumed to

be weakly absorptive, with a constant absorption coefficient (α = 12.56 cm−1). We use a

constant absorption coefficient because it can be easily implemented in MEEP as a constant

conductivity. This is different from the real material dispersion [29], but the underlying

physics should not be affected as long as we are exploring the light trapping in the weak

absorption regime. The unit cell is illuminated under normal incidence by TE polarized

light (with the electric field perpendicular to the plane) in the spectral range from 900 nm to

1100 nm. The absorption spectrum A(λ) is calculated by Fourier-transforming the response

to a short pulse to obtain A = 1 − reflection, with a wavelength resolution of 1 nm. The

performance of the texture is characterized by the dimensionless enhancement factor F ,
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which is the averaged absorption divided by the single-pass absorption αd:

F =
1

λ2−λ1

∫ λ2
λ1
A(λ)dλ

αd
(6.1)

Different light-trapping structures are simulated and compared in terms of their performance

F .

6.1.2 Simulation Results

Light trapping by Asahi glass

The first type of structure we investigate is from commercially available Asahi U-type

glass [53], which is a glass plate coated by fluorine doped tin oxide (SnO2:F). It is widely used

as a superstrate for amorphous and microcrystalline silicon solar cells. The intentionally

textured SnO2:F works as a conductive layer as well as a scattering layer for light trapping.

An atomic force microscope (AFM) image of the Asahi glass is shown in Figure 6-3. The

root-mean-square (RMS) roughness is measured to be about 30 nm. To construct a 2D

model for comparison, 1D textures were extracted from the measured AFM image and

imported into the model mentioned in Figure 6-2. To obtain more accurate results, 20

different 1D textures (with a length of 4 µm) were arbitrarily selected and simulated, and

we computed enhancement factors F from 0.90πn to 1.28πn (average (1.04 ± 0.10)πn),

which are very close to the prediction of a conventional 2D Lambertian surface (F = πn).

Light trapping by symmetric triangular gratings

Diffractive gratings have been proposed as promising candidates to improve solar cell effi-

ciency by us and others. Here we implement a symmetric triangular grating into our model

(Figure 6-4(a)), and investigate its influences on light trapping. Absorption-enhancement

factors F are calculated based on the simulated absorption spectra (from 900 nm to 1100 nm),

and plotted as a function of the grating period Λ and thickness t. As shown in Figure 6-

4(b), the optimal regions are around Λ = 900 nm, although there also are other parameters

shown to have high absorption. Figure 6-4(c) shows the absorption spectrum of the optimal

structure indicated in Figure 6-4(b) (Λ = 920 nm and t = 520 nm). The calculated max-

imum F is 1.26πn. The simulation results are compared with the generalized Lambertian

model [9] in Figure 6-4(d). The blue curve plots the best F at each period Λ, compared
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Figure 6-3: (a) AFM image of an Asahi U-type glass substrate; (b) An example of simu-
lated device structures with 1D texture extracted from the AFM image; (c) The simulated
absorption spectrum, with a calculated F = 0.95πn.
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with the generalized model for symmetric grating structures (in green):

F (Λ) =
1

λ2 − λ1

∫ λ2

λ1

(
Λ
λ

bΛ
λ c+ 1

)
dλ ·πn (6.2)

where bxc rounds to the nearest integers less than or equal to x. It can be observed that

the two curves follow a similar trend, both peaking at around Λ = 900 nm. However, the

simulated results F deviate from the generalized Lambertian model, showing higher values

for most periods (1.26πn compared to 0.9πn at Λ = 900 nm).

Figure 6-4: (a) Schematic device structure with symmetric triangular grating; (b) Plot of
the absorption enhancement factor (F ) as a function of the grating period Λ and thickness
t. The arrow indicates the optimal parameters; (c) Absorption spectrum of the optimal
structure (Λ = 920 nm and t = 520 nm), obtaining F = 1.26πn; (d) Comparison of the best
results at each Λ and the generalized model for symmetric gratings.

Light trapping by asymmetric sawtooth gratings

We now investigate the performance of an asymmetric sawtooth grating Figure 6-5(a),

following the inspiration that asymmetry should enhance performance for normal incidence
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[9, 54]. Similar to the previous section, the enhancement factor F is plotted as a function

of Λ and t in Figure 6-5(b). Optimal regions are still around Λ = 900 nm; however, F

is significantly higher than that obtained for symmetric grating, with a maximum value

of 2.04πn. The optimal structure has Λ = 920 nm and t = 240 nm. As illustrated in

Figure 6-5(c), the absorption spectrum for the optimized sawtooth grating has many more

resonance peaks than the optimized symmetric grating (Figure 6-4(c)), which causes a larger

enhancement. This is because in structures with mirror symmetry (Figure 6-4(a)), normally

incident plane wave can only couple to even modes while resonances with odd modes remain

unexcited [9,54]. We can also compare the results with the generalized model for asymmetric

grating structures:

F (Λ) =
1

λ2 − λ1

∫ λ2

λ1

(
Λ
λ

bΛ
λ c+ 1

2

)
dλ ·πn (6.3)

Again, the two curves have a similar trend, and the peak result for sawtooth gratings exceeds

the value 1.8πn predicted by Yu’s model for asymmetric gratings.

Light trapping by grating with optimized Fourier series

We have simulated and optimized two types of gratings (symmetric and asymmetric), com-

paring with the analytical models. However, there are various shapes of gratings, and prob-

ably the simple triangular and sawtooth gratings do not have the highest performances. To

further explore the light trapping limit of a periodic structure, an arbitrarily shaped texture

should be studied. In principle, any arbitrarily shaped periodic texture, described by the

function H(x) (in nanometers), can be expanded in terms of its Fourier series:

H(x) = 500 +

∞∑
n=1

(
An sin

(
2πn

Λ
x

)
+Bn cos

(
2πn

Λ
x

))
(6.4)

where 500 nm is the averaged thickness of SiO2 layer (the volume of SiO2 is fixed), and Λ is

the period of the simulation cell. To ensure that the texture does not cross the SiO2/mirror

interface, we use a constraint |H(x)−500| < 500. Because the absorption can be numerically

calculated for any given device texture H(x), the enhancement factor F is directly related

to the Fourier coefficients (A1, B1, A2, B2, . . .) and period Λ:

F = F (A1, B1, A2, B2, . . . ,Λ) (6.5)
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Figure 6-5: (a) Schematic device structure with asymmetric sawtooth grating; (b) Plot of
the absorption enhancement factor (F ) as a function of the grating period Λ and thickness
t. The arrow indicates the optimal parameters; (c) Absorption spectrum of the optimal
structure (Λ = 920 nm and t = 240 nm), obtaining F = 2.04πn; (d) Comparison of the best
results at each Λ and the generalized model for asymmetric gratings.
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Therefore, we can optimize the device performance F by tuning the parameters (A1,

B1, A2, B2, . . . and Λ). As a practical matter, the number of parameters is limited by the

simulation capability. We choose the first 5 orders as degrees of freedom, i.e. from (A1, B1)

to (A5, B5), and set higher-order Fourier coefficients to zero. One of those parameters

is redundant for periodic boundary condition, because it corresponds to a phase shift.

Therefore, we can set B5 = 0 without loss of generality. Based on previous optimization

results for triangular and sawtooth gratings as well as the predictions of Yu’s model [9], we

expect that the optimal structure has a period of around 900 nm, so we choose the initial

Λ to be 900 nm, but Λ is permitted to be varied in the optimization. The FDTD method is

combined with a nonlinear optimization toolbox NLopt.2 The algorithm we use is based on

constrained optimization by linear approximation (COBYLA) [55]. Generally, this problem

may have many local optima, and it is infeasible to guarantee that the global optimum

has been obtained, so these local optima only represent a lower bound on the attainable

performance. We also explored the use of a genetic global-optimization algorithm [56], but

its convergence rate was so slow that over feasible run times it obtained inferior results than

repeated local optimization. We run the optimization several times with different initial

parameter values to explore different local optima. The optimization results are illustrated

in Figure 6-6 and Table 6.1. In 3 runs, we achieve optimized enhancement factors F of

2.07πn, 2.10πn and 2.28πn, respectively. These local optima are noticeably larger than the

prediction of the Yu’s model [9]. In addition, the optimizations keep Λ close to its initial

value of 900 nm.

Table 6.1: Optimized structural parameters and the corresponding enhancement factors F .
The units for An, Bn (n from 1 to 5) and Λ are nm.

A1 B1 A2 B2 A3 B3 A4 B4 A5 B5 Λ F/πn

run 1 124 -8.63 56.2 108 -12.8 -33.2 -24.2 -4.91 -18.1 0 866 2.07
run 2 81.7 160 1.25 183 -3.91 167 -10.9 -14.6 -1.65 0 898 2.10
run 3 170 157 15.9 53.7 18.7 20.2 17.3 19.2 18.3 0 899 2.28

The above method explores light trapping performances for asymmetric structures, since

it includes both sine and cosine coefficients. By using only cosine coefficients, we can also

optimize symmetric structures. Here we intentionally set all the sine coefficients (A1 to A5)

to zeros. The optimization results are illustrated in Figure 6-7 and Table 6.2. We obtain

2The Nlopt package can be downloaded from http://ab-initio.mit.edu/nlopt.
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Figure 6-6: (a) Convergence trends for enhancement factor F optimization using NLopt-
COBYLA, starting with different sets of initial parameters; (b) Optimized device structures
for 3 different runs. All the optimized structures have periods Λ around 900 nm.
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optimized F of 1.56πn and 1.45πn, respectively. The performances of optimized symmetric

structures are much lower than those achieved for asymmetric structures, but still larger

than the prediction of the Yu’s model [9] and are also larger than the performance of the

optimized triangular grating.

Figure 6-7: (a) Convergence trends for enhancement factor F optimization for symmetric
structures, starting with different sets of initial parameters; (b) Optimized device structures
for 2 different runs, and both the optimized structures have periods Λ around 900 nm.

Table 6.2: Optimized structural parameters and the corresponding enhancement factors F
for symmetric structures. The units for Bn (n from 1 to 5) and Λ are nm.

B1 B2 B3 B4 B5 Λ F/πn

run 1 203 16.6 154 143 -22.4 899 1.56
run 2 181 23.6 5.65 191 95.9 899 1.45

In our model, textured Si/SiO2 interface is the critical component introducing strong

anisotropic scattering, while the magnitude of the surface roughness is determined by the

thickness of the silicon oxide layer. Therefore, to further explore the light trapping limit,
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we introduce the oxide thickness tox as an additional parameter for optimization:

F = F (A1, B1, A2, B2, . . . ,Λ, tox) (6.6)

The optimization results are illustrated in Figure 6-8 and Table 6.3. With this additional

parameter, for asymmetric structures we achieve optimized enhancements F of 2.28πn,

2.70πn and 2.38πn, which are even higher than the obtained results when tox was fixed

at500 nm in the previous simulations. The best found F is 2.70πn, which is 50% larger

than the prediction of the Yu’s model (F = 1.8πn). Of course, it is possible that other local

optima exist with even better performances.

Figure 6-8: (a) Convergence trends for enhancement factor F optimization using NLopt-
COBYLA, starting with different sets of initial parameters. tox is also included as a variable;
(b) Optimized device structures for 3 different runs, and all the optimized structures have
periods Λ around 900 nm.
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Table 6.3: Optimized structural parameters and the corresponding enhancement factors F .
tox is also included as a variable. The units for An, Bn (n from 1 to 5) and Λ are nm.

A1 B1 A2 B2 A3 B3 A4 B4 A5 B5 Λ F/πn

run 1 184 161 8.63 16.4 6.89 2.88 -0.96 18.1 -7.74 0 897 2.28
run 2 256 -44.1 36.1 82.2 -22.1 93.1 218 -44.4 -43.7 0 882 2.70
run 3 250 53.2 49.3 249 48.3 48.4 51.0 49.4 49.9 0 900 2.38

Comparison and discussion

Our simulation results are summarized compared with the generalized Lambertian models

by Yu et al. [9], as shown in Figure 6-9. In the generalized models (in green), the maximum

F occurs when Λ = 900 nm, in which F = 1.8πn for asymmetric structures. For symmetric

structures, F = 0.90πn for the first maximum, but approaches πn as Λ goes to infinity.

Textures from commercial Asahi glass (the dotted line in black) show performance close to

πn.

The best results of our simulated triangular and sawtooth gratings are also shown (in

blue). As illustrated, both triangular grating and sawtooth grating follow a trend similar

to the analytical models, peaking at around Λ = 900 nm. However, these simulated results

F deviate from the Lambertian models, showing higher values for most periods.

In addition, we illustrate the results for gratings with optimized Fourier series (in black

and red dots). Due to the computational expense of this optimization, we only plot local

optima for several runs with different initial values at Λ ≈ 900 nm. Nevertheless, all of them

exceed the optimal sawtooth gratings as well as the Lambertian models. The best Fourier

structures are also illustrated in the insets, with F = 2.70πn for asymmetric structures and

F = 1.56πn for symmetric structures. These results clearly demonstrate that violating the

isotropic coupling assumption in Yu’s model [9] can lead to higher performances.

Angular response of the optimized structure

As explained in Appendix A, this super-Lambertian enhancement for normal incident light

must necessarily come at the expense of enhancement at other angles. To demonstrate this,

in Figure 6-10 we plot the enhancement factor versus incident angle, as computed by a

rigorous coupled wave analysis (RCWA) method [35]. As expected, the enhancement factor

F decreases significantly for non-normal incidence [9]. F is larger than πn for incident

angles from about -25 degree to 25 degree. The average enhancement factor over all angles:
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Figure 6-9: Summary of the calculated maximum enhancement factors F in our simulations
and comparison with Yu’s model in [9] and commercial Asahi glass. The insets indicate
the structures with the best performance achieved in our optimizations. (a) Asymmetric
structures; (b) Symmetric structures.

F 2D =

∫ π
2

−π
2
dθF (θ) cos θ sin θ∫ π
2

−π
2
dθ cos θ sin θ

(6.7)

is calculated to be 0.9πn, which still obeys the classical Lambertian limit for isotropic

light [23]. It should be noted that low-cost thin-film Si solar cells are usually implemented

within a non-concentrated configuration like a roof-top system, so strictly restricting the

angle range is not practical. Nevertheless, our design provides a methodology for achieving

high efficiency solar cells with restricted angles. In addition, our design is still instructive

for practical applications since the incoming power of sunlight is not isotropic and usually

peaks in the middle of the day. Therefore, it is still meaningful to design a cell with a better

performance for normal incidence.

6.1.3 Discussion

Lambertian models provide a simple and instructive intellectual framework for describing

the effects of surface texturing on thin-film absorption. Even outside their range of validity

(isotropic weak scattering), they can still be surprisingly descriptive: in our case, we find

that the Lambertian prediction by Yu’s model [9] gives a rough guideline as to the optimal

texture period, and is within 50% of the actual performance. In order to design an optimal
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Figure 6-10: Angular dependence of the optimized asymmetric structures obtained in Fig-
ure 6-9.

texture structure at normal incidence or in restricted angles, including strong anisotropic

scattering, one must eventually depart from the confinements of analytical models, however

beautiful, and resort to brute-force computation and parameter optimization. The results

in this section provide a glimpse of what is possible from such a computational approach,

in which significant improvements are obtained even by a small number of local optimiza-

tions (despite the nonlinear and nonconvex nature of this optimization problem). Such

local optima represent only lower bounds on the attainable performance, and by expend-

ing additional effort one could certainly envision pushing those bounds upwards, although

locating the true global optimum with confidence seems daunting. It may also be possible

to analytically prove more general upper bounds on performance for gratings with a given

period and specific incident angle. As a practical matter, a more important goal is to adapt

these techniques to 3D. In order to improve the efficiency of the calculation and make 3D

optimization feasible, a number of techniques could be employed. First, one could use more

sophisticated computational techniques than FDTD, such as boundary-element methods

that only require the interfaces to be discretized [57]. Second, one could use adjoint meth-

ods to compute the gradient of F with respect to the optimization parameters [58], and

thereby employ much more efficient gradient-based optimization methods (such methods

have been used in topology optimization of photonic structures with hundreds or thousands

of degrees of freedom [59]). As a heuristic method, it might be interesting to investigate

118



using the optimized Fourier coefficients from the 2D simulations in this paper to form a

two-dimensional texture with similar frequency components in 3D.

6.2 Efficiency limit based on the Shockley-Queisser theory

Until now, most parts of this thesis are focused on the light trapping issues, that is, designing

a solar cell structure so that it can absorb as much light as possible. More absorbed light

means higher generated photon currents, thus larger short-circuit current density (Jsc).

Ultimately, we do not only want to know the Jsc, but also the power conversion efficiency

of the solar cell. In this section, we make some predictions about the fundamental efficiency

limit of a single junction thin film Si solar cell, based on the Shockley-Queisser theory.

6.2.1 Shockley-Queisser limit

The maximum theoretical efficiency of a p-n junction solar cell was first predicted by Shock-

ley and Queisser [24]. Based on their theory, the current generated by a solar cell is balanced

by the absorbed photon current and radiative recombination [60]:

J = Jphoton − Jrecombine

= e

∫ λg

0
s(λ)A(λ)dλ−

2πe(n2 + 1)E2
gkT

h3c2
exp

(
−Eg
kT

)(
exp

(
eV

kT

)
− 1

) (6.8)

where e is the unit charge for an electron, λg is the cutoff wavelength for absorption (cor-

responds to the material bandgap Eg), s(λ) is the standard AM1.5G solar spectrum [33],

A(λ) is the absorption spectrum of the solar cell (depending on the material absorption

coefficient and device light trapping design), h is the Planck’s constant, c is speed of light in

vacuum, n is refractive index, Eg is the bandgap of the semiconductor, k is the Boltzmann

constant and T is the environment temperature. Here we assume n = 3.6 as a constant.3 At

room temperature (T = 300 K), Equation 6.8 predicts the current-voltage (JV ) relation-

ship. Therefore, the ideal efficiency of the solar cell is the maximum output power divided

by the incident solar energy.

η =
JmaxVmax∫∞
0 s(λ)dλ

(6.9)

3For semiconductors, n may vary from 2.0 (diamond) to 4.0 (HgTe), but this does not affect the final
results too much.
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For ideal case, we assume an infinitely thick device that can absorb all the photons

with energy above the bandgap, then A(λ) = 100%. Therefore, efficiency η is a function

of bandgap Eg, which is plotted in Figure 6-11. Under AM1.5G spectrum, the maximum

efficiency for a single junction solar cell is about 31% with a bandgap of 1.4 eV. If bandgap

gets small, the overall efficiency will decrease since the energy each photon can generate is

limited by the bandgap (or open-circuit voltage Voc), although the material can absorb more

photons thus have higher current J . If bandgap gets larger, the overall efficiency will also

decrease since less photons can be absorbed (less Jsc). Several important semiconductors

(Si, Ge, GaAs and aSi) are indicated in the figure. It is observed that both Si and GaAs

are ideal materials to make a solar cell with an optimal efficiency above 30%.

Figure 6-11: Shockley-Queisser efficiency limit for semiconductors with different bandgaps
under AM1.5G spectrum.

6.2.2 Efficiency limit considering nonradiative recombination

In Equation 6.8, only radiative recombination is assumed. For a real device, nonradiative re-

combinations also occur. We can introduce a factor called external radiation efficiency ηext,

which is the ratio of radiative recombination to the total recombination, then Equation 6.8

can be modified as [61]:
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J = Jphoton − Jrecombine

= e

∫ λg

0
s(λ)A(λ)dλ− 1

ηext
·
2πe(n2 + 1)E2

gkT

h3c2
exp

(
−Eg
kT

)(
exp

(
eV

kT

)
− 1

) (6.10)

Therefore, the introduced factor 1
ηext

> 1 (in red) plays an important role, which further

increases the recombination current and decreases the Voc. The value of ηext depends on

the type of semiconductors and device structure design.4 Direct bandgap semiconductors

like GaAs can have very high ηext (approaching 100%) [62], while indirect bandgap semi-

conductors like Si and Ge typically have low ηext (around 1% even for the best devices) [63].

Here we assume ηext = 1% and replot Figure 6-11 in Figure 6-12. The introduction of

ηext significantly changes the efficiency limits. Especially for low bandgap semiconductors

(Eg < 1.5 eV), there is a 5% absolute efficiency drop when ηext decreases from 100% to 1%.

This means that the performances of low bandgap semiconductors are more sensitive to the

material and device qualities. In this modified model, we can get the maximum efficiency

for Si is about 25%, which was almost achieved by Martin Green’s group at UNSW in

1999 [10]. Due to the limitation of ηext, the record for crystalline Si cells is very difficult to

beat. For GaAs cells, there is still a chance to reach the Shockley-Queisser limit above 30%

because ηext can approach 100%, and the-state-of-the-art efficiency is 28.2% [18].

6.2.3 Efficiency limit for thin-film Si solar cells

When real thin-film solar cells are considered, the light absorption A(λ) in Equation 6.8

and Equation 6.10 will also be a limiting factor for cell efficiency. For thin-film Si, this issue

is severe because of its nature of indirect bandgap. As we discussed previously, absorption

in the weak absorption regime is determined by the fundamental light trapping limits. If

isotropical incident light is considered, Lambertian limits are applicable. However, the

4n2 absorption enhancement factor (in 3D devices) is only valid for very weak absorption

(αd ≈ 0). For intermediate and high absorption regime (αd > 0), the Lambertian limit can

be approximated to [64]

4Essentially, it is similar to the quantum efficiency of light emitting diodes, which is the combination of
internal quantum efficiency ηint and extraction efficiency ηextract. See Chapter 7 for detailed discussion.
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Figure 6-12: Efficiency limit for semiconductors with different bandgaps under AM1.5G
spectrum. The red curve is the same as in Figure 6-11, with ηext = 100%, while the black
curve plots the case when ηext = 1%. The world record efficiencies to date for Si and GaAs
are indicated.

A =
1− e−4αd

1− (1− 1
n2 )e−4αd

(6.11)

while the single pass absorption (without considering the interference effect) is

A = 1− e−αd (6.12)

Based on Equation 6.11 and Equation 6.12, Figure 6-13 compares the absorption spectra

for different types of crystalline Si cells. These absorption spectra A(λ) can be input into

Equation 6.10 (assuming ηext = 1%) to calculate current-voltage relationships, which are

plotted in Figure 6-14. The cell performances, including short-circuit current Jsc, open-

circuit voltage Voc and cell efficiency, are extracted from the JV curves and listed in Ta-

ble 6.4. We can see that cell performances, especially Jsc, critically depend on cell thickness

and light trapping design. On the other hand, Voc are not so much different for different

types of cells, since Voc are mostly determined by recombinations.

The above discussions are based on the assumption that the Lambertian light trapping
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Figure 6-13: Comparison of the ideal absorption spectra for different crystalline Si solar
cells: perfect absorption (100% above the bandgap), planar 1.5 µm thin-film Si (single
pass), 1.5 µm thin-film Si with Lambertian light trapping and bulk Si with a thickness of
600 µm.

Figure 6-14: Comparison of the ideal current-voltage curves for different crystalline Si solar
cells: perfect absorption (100% above the bandgap), planar 1.5 µm thin-film Si (single pass),
1.5 µm thin film Si with Lambertian light trapping and bulk Si with a thickness of 600 µm.
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Table 6.4: Calculate cell performances for solar cells in Figure 6-13.
cell types Jsc( mA/cm2) Voc(V ) Efficiency

thin-film Si (single pass) 16.1 0.664 8.98%
thin-film Si (Lambertian) 34.0 0.684 19.6%

bulk Si (single pass) 41.3 0.689 24.0%
perfect absorption 44.5 0.691 26.0%

provides the upper limit (4n2) for light absorption in thin-film Si cells. As we previously

demonstrated for a 2D model, the classical limits can be exceeded in restricted spectral

and angular ranges. Therefore, efficiency can be further improved for thin-film Si cells with

advanced light trapping design, and more than 20% can be obtained for 1.5 µm thin-film

Si cells.

6.3 Conclusions and Outlook

In this chapter, we discuss the possibilities for achieving crystalline Si solar cells with high

efficiency. Two important factors should be considered:

1. Ideal light trapping design to approach Lambertian limit, enhancing light absorption

and photon current Jsc;

2. Ideal material and device qualities to approach Shockley-Queisser limit (Equation 6.10),

achieving high voltage Voc.

For bulk crystalline Si cells, we predict that the cell efficiency limit under AM1.5G

spectrum should be around 26% (Table 6.4). Practically, the best Si cell to date has an

efficiency of 24.7% [10], which almost approaches this limit. The device structure of this

cell is shown in Figure 6-15. It has ideal light trapping designs, including double layer

antireflection coating, inverted pyramids front texture and rear metal reflector. In addition,

high quality float zone (FZ) wafers and carefully designed n-type and p-type regions enable

good carrier collections and surface passivations.

For thin-film Si cells, approaching the theoretical limit is a much more daunting task.

Although in Table 6.4 we predict that a 1.5 µm thick Si cell with Lambertian light trapping

can reach an efficiency of almost 20%, the best thin-film Si cells (either polycrystalline or

amorphous) only obtain efficiency around 10% [18]. The reasons leading to the gap between

the ideality and reality are manifold:
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Figure 6-15: PERL (Passivated Emitter, Rear Locally-diffused) solar cell structure with
world-record efficiency [10].

1. For thick Si, deeply etched textures (with a depth of tens of micrometers) can be

used to obtain ideal Lambertian light trapping. However, for thin film Si the light

trapping schemes should be carefully designed to exhibit expected performances since

the textures are strongly limited by the cell thickness;

2. Since the textures have dimensions comparable to the cell thickness, they can signifi-

cantly affect carrier collections and device performances;

3. Most of the thin film Si cells are fabricated through physical deposition like evapora-

tion or chemical vapor deposition (CVD). Therefore, polycrystalline or amorphous Si

films are formed, which have poorer material qualities compared to single crystalline

Si wafers. This will induce severe recombinations and affect the carrier collections;

4. The techniques used in Figure 6-15, such as surface passivation and local diffusion, are

very difficult to be implemented in thin film Si devices, since the whole pn junction

has a limited thickness.

Therefore, in order to obtain a thin film Si cell with an efficiency up to 20%, the above

challenges should be addressed. In addition, there is a tradeoff between cell performances
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and fabrication cost if large-scale manufacturing is considered in the future. Here we propose

several feasible techniques for a high efficiency single junction thin film Si solar cell:

1. In order to obtain thin-film Si with high quality, we can begin with single crystalline

Si wafers, then use layer transfer techniques to peel off thin film Si cells from the

wafers [65]. The Si wafers can be reused and the entire process can be repeated;

2. To enable efficient carrier collection, core-shell configurations and/or nano/micro wire

structures can be used to replace the conventional vertical pn junction [66];

3. The numerical simulation and optimization methodology we have used in this chapter

can be adapted to design the optimal periodic or nonperiodic light trapping schemes

to achieve ideal absorption [51];

4. The self-assembled techniques mentioned in the previous chapters can be utilized to

fabricate the designed light trapping textures at a low cost [44].
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Chapter 7

High-index-contrast self-assembled

texture for light extraction

enhancement in LEDs

Light management issues not only challenge photovoltaic device design, but also various op-

toelectronic applications, including biotechnology [67], photodetection [68] and information

technology [69]. In this appendix, we further adapt the self-assembled AAO technology we

have developed to improve the light extraction efficiency in light-emitting diodes (LEDs).1

7.1 Introduction

Light-emitting diodes (LEDs) have become an emerging and promising candidate for light

sources. Unlike conventional incandescent or fluorescent light sources, LEDs directly trans-

fer electricity into light. Therefore, it has many advantages such as high energy conversion

efficiency, long lifetime and small footprint [71]. Typical LED devices are made of inorganic

(III-V) or organic semiconductor junctions. The internal quantum efficiency ηi of the light

emission process, which is the portion of electron-hole pairs converted into photons, can

be increased by improving material quality, and the state-of-the-art ηi has reached 90% for

III-V semiconductors, already approaching the theoretical limit [62]. As a consequence, cur-

1This work has been published in “Design and fabrication of high-index-contrast self-assembled texture
for light extraction enhancement in LEDs,” Optics Express, 19, A701-A709 (2011) [70]. Copyright Optical
Society of America. Reproduced with permission.
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rently the major LED efficiency limiting factor becomes poor light extraction, i.e. photons

trapped inside the device due to total internal reflection at semiconductor and air interface.

For a planar LED, the light extraction efficiency ηe can be estimated to be 1
4n2 [72]. For

most semiconductors, their refractive indices n are high (n > 2). Therefore, ηe is a severe

limitation for overall device performance.

To resolve the issue of limited extraction efficiency ηe in semiconductor LEDs, many

photonic designs have been proposed. For example, organic materials are used as encapsu-

lants to cover the top surface and reduce the total internal reflection [73]. Another example

is to roughen/texture the device surface and induce stronger scattering effect [74]. How-

ever, these methods have limitations. Organic encapsulants suffer from degradation under

photon radiation (especially for blue and green light), which largely limits their use for long

lifetime and high brightness LEDs. Texturing semiconductor surface (by plasma etching,

for example) generates defects that work as recombination centers that exacerbate non-

radiative recombination and decrease the internal quantum efficiency ηi [75]. Furthermore,

random scattering surfaces generated using a conventional texturing process lack the ability

to purposively optimize and control the structural parameters of the textured surface.

Photonic crystal (PhC) has a structure with one, two, or three dimensional (1D, 2D and

3D) periodic patterns consisting of two materials with different refractive indices. In such

periodic structures, light propagation can be controlled in various ways [76]. To increase

LED extraction efficiency, a two-dimensional photonic crystal structure can be embedded

in the device [77] or integrated on top surface [78]. Due to the periodicity, the guided

waves can leak to free space as Bloch modes. Therefore, light can escape from the high

index semiconductors even if the incident angle is larger than the critical angle. However,

to fabricate these photonic crystals with submicron feature size, high-cost methods like

interference lithography or electron beam lithography have to be employed, which prohibits

LED cost reduction and high-volume production. Therefore, a low-cost and controllable

method is highly desirable for fabrication of light extraction photonic crystal structures in

LED devices.

Here we proposed a self-assembled two-dimensional photonic structure to increase the

light extraction efficiency in LEDs. The proposed structure has several advantages:

1. A potentially low-cost, self-assembled method is introduced for fabrication, and the

structural parameters can be controlled by experimental conditions;
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2. Unlike plasma or wet chemical etching, the method is non-specific and can be imple-

mented on top of any semiconductors;

3. Instead of etching through the active device, the structure is directly deposited on

the surface, so it is non-damaging and does not cause any degradation of internal

quantum efficiency ηi;

4. According to the targeted emission wavelength, various materials can be deposited to

make the structure for achieving optimal light extraction;

5. As we will discuss below, a high-index-contrast texture is used, which provides much

more efficient light extraction than low-index-contrast structures like SiO2 / air or

Al2O3 / air gratings.

7.2 Device design and optimization

The LED device with designed light extraction configuration is plotted in Figure 7-1. The

light extraction texture is made by a hexagonal pattern as a grating layer. Due to the

diffraction effect of the grating, light propagating at oblique angles (outside the emission

cone) can be partly coupled out from the high index III-V semiconductor layer. Therefore,

the light extraction efficiency will be significantly improved. Since the light out-coupling

critically depends on the light extraction structure, the grating should be carefully designed

to maximize the efficiency at the device emission wavelength.

Figure 7-1: (a) Schematic layout of a test LED device with photonic crystal structures
integrated on top surface for light extraction. The active device is a double heterojunction
based on a GaAs substrate. (b) Top view of the photonic crystal layer, which has a hexagonal
lattice, with period Λ, thickness t and rod diameter D
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7.2.1 Optimization of grating parameters

A three-dimensional model based on rigorous coupled wave analysis (RCWA) was utilized

to optimize the performance of the grating design.2 The basic theory can be found in the

reference [79]. The simulated device structure used in this model is described in the pre-

vious section, excluding the metallic contact pads. The optical properties (refractive index

n and extinction coefficient κ) for all the materials are quoted from Ref. [29]. The simu-

lation is performed at the central emission wavelength, which is 870 nm corresponding to

the bandgap of GaAs (Eg = 1.43 eV). A monochromic dipole is placed in the middle of the

intrinsic GaAs layer and the emitting field intensity on top of the grating layer is integrated

over all angles to calculate the extraction efficiency. Unlike nitride based semiconductor,

GaAs has a zinc blende structure, which leads to an isotropic spontaneous emission. There-

fore, the overall extraction efficiency is averaged over different dipole orientations and dipole

positions with respect to the grating unit cell.

We show that the structure and optical parameters of the gratings (refractive index

n, grating period Λ, cylinder diameter D and thickness t in Figure 7-1) can significantly

impact the light extraction efficiency. Here we assume the grating filling area ratio is

1:1, i.e., D = 0.74Λ, and study the impact of varying Λ and t. To quantify the effect

of grating index contrast, we simulated two types of gratings, amorphous silicon (a-Si)

in air matrix and silicon dioxide (SiO2) in air matrix. Figure 7-2 plots the relative LED

efficiency enhancement as functions of Λ and t for both types of gratings. Figure 7-2(a)

reveals that when we choose appropriate values (Λ and t) for the a-Si / air grating, strong

light extraction effect appears and the LED performance is enhanced. According to the

simulation, the optimized design corresponds to Λ = 500 nm and t = 200 nm, where an

enhancement factor of up to 70% can be achieved. Although the SiO2 / air grating has a

similar optimized region (Λ = 600 nm and t = 250 nm), the optimal enhancement factor

is much lower (about 18%). This suggests that the a-Si / air grating is very effective in

enhancing light extraction, because of the high index contrast (4.0 versus 1.0) of this system

as well as the transparency of a-Si in the near-infrared wavelength range. In comparison, the

optimal enhancement is far less significant in the SiO2 / air grating design (Figure 7-2(b))

due to the much lower index contrast (1.4 versus 1.0).

2The software can be downloaded from http://camfr.sourceforge.net/.
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Figure 7-2: Plot of the relative efficiency increase after introducing the grating layer for light
extraction, as a function of grating period Λ and thickness t. The performance is compared
with the planar device without the grating. Grating structure: (a) a-Si hexagonal pattern
in air matrix; (b) SiO2 hexagonal pattern in air matrix.

7.2.2 Calculation of far field emission profiles

To further understand the effects of high-index-contrast grating, we analyzed the far field

emission pattern for the LED structure with the optimal grating parameters (a-Si / air

grating with Λ = 500 nm and t = 200 nm). Figure 7-3 compares the contour plots for the

LEDs with and without grating in the reciprocal space. In Figure 7-3(a) and Figure 7-3(b),

kx and ky are parallel to the device plane, and each point (kx, ky) corresponds to a specific

emission angle θ in the far field,

sin θ =

√
k2
x + k2

y

2π/λ0
=

√
k2
x + k2

y

k0

(7.1)

The averaged angular dependences are plotted in Figure 7-3(c). As expected, the pla-

nar device reveals a Lambertian emission pattern with a maximum in the normal direction,

since GaAs has an isotropic spontaneous emission. For the LED with grating, the non-

Lambertian behavior is caused by the outcoupling of the guided modes due to diffraction,

which also explains the improvement of extraction efficiency. Because the results are aver-

aged among dipoles emitting at different directions and combining both TE and TM modes,

no significantly sharp peaks can be observed as mentioned in some references [78,80].

131



Figure 7-3: Simulated far-field emission pattern at a wavelength of 870 nm. (a) Planar LED
without grating on top, which shows a Lambertian pattern. (b) LED with a periodic a-Si
/ air grating of optimized parameters (Λ = 500 nm and t = 200 nm), which shows a non-
Lambertian pattern. (c) Averaged angular dependence of light emission for devices without
(green) and with (red) a-Si grating. The normalized intensity has an arbitrary unit.
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7.3 Experimental results

7.3.1 Device structure and fabrication

For demonstration, we use conventional GaAs based LEDs. The process flow of making

such devices is illustrated in Figure 7-4:

1. A double heterojunction is grown on an n-type GaAs substrate by Metal-Organic

Chemical Vapor Deposition (MOCVD). The detailed structure (from bottom to top)

is 1 µm n-Al0.3Ga0.7As (Si doping, n = 4× 1018 cm−3), 0.12 µm intrinsic GaAs and

1 µm p-Al0.3Ga0.7As (Zn doping, p = 4× 1018 cm−3). Subsequently, a thin p-GaAs

layer (0.2 µm, Zn doping, p = 1× 1019 cm−3) is grown on top of the p-i-n junction

as a protecting layer to prevent the Al0.3Ga0.7As layer from oxidation and enable a

better ohmic contact.

2. A mesa structure is defined by wet etching in a mixed solution of 30% H2O2 / 85%

H3PO4 / H2O (volume ratio = 1:3:25). At room temperature, the etch rate is about

200 nm/min. Final etch depth is around 4 µm. The size of the mesa is defined by the

size of the photomask, which varies from 50 µm to 5000 µm.

3. Ideal ohmic contacts on the n-GaAs and p-GaAs are formed by evaporating 20 nm Ni

/ 30 nm Ge / 200 nm Au and 20 nm Ni / 30 nm Zn / 200 nm Au, followed by rapid

thermal annealing (at 400 ◦C for 40 s). The above procedures create the reference

LED device without light extraction structures.

4. To improve the light extraction efficiency, grating structures are fabricated on top of

the LEDs. The process for making gratings are mentioned in the following sections.

The current-voltage (IV ) characteristic of a fabricated LED device (without grating)

is shown in Figure 7-5. The p-i-n junction shows a typical diode response, with a turn-on

voltage at around 1.5 V, which is close to the bandgap of GaAs (Eg = 1.43 eV). When the

applied voltage is greater than the turn-on voltage, light emission can be clearly observed

through a near-infrared microscope, as illustrated in the insets.
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Figure 7-4: Process flow for fabricating the GaAs based LEDs.

Figure 7-5: Performances of the fabricated GaAs based LEDs.
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7.3.2 Self-assembled light extraction structures

The above simulation results predict and optimize the performance of devices with a per-

fectly periodic texture. To fabricate the optimized sub-micron light extraction structure

on top of the LED devices, one needs to resort to lithographic techniques. If the light

extraction structure only has short range order, the device performances will deviate from

the simulations because of the average effect due to imperfection. However, the influences

of different index contrast can still be observable in those short-range-order structures.

To demonstrate the effect of refractive index contrast on extraction efficiency, we use

low-cost, self-assembled anodic aluminum oxide (AAO) templates as an alternative to high

resolution lithography, similar to the way we fabricate light trapping structures for solar

cells. As we demonstrated in the above simulations, the low index contrast between air

and alumina (1.0 versus 1.7) will significantly limit the extraction enhancement. Also,

the electrolyte used in the anodization process can severely degrade the active device by

introducing surface defects. To overcome these challenges of directly using AAO for light

extraction, we used AAO as a template. Details of the process can be referenced in Chapter 3

as well as Ref. [44]. By a two-step anodization at a constant DC voltage of 200 V in a

1.0 mol/L citric acid solution, self-organized AAO with a uniform pore distribution can be

fabricated and used as a deposition mask. Figure 7-6(a) shows a SEM image of a fabricated

AAO membrane with a period of about 500 nm and thickness of nearly 1 µm. Through

this thin porous membrane, various materials including semiconductors and metals can be

deposited via simple thermal or electron beam evaporation. As we designed in the previous

section, 200 nm a-Si and SiO2 are deposited on top of the GaAs LEDs respectively, forming

the optimal designed light extraction structure. Shown in the AFM images (Figure 7-6(b)

and Figure 7-6(c)), the deposited a-Si and SiO2 pattern have very similar morphology,

directly replicating the near hexagonal AAO pore arrays.

7.3.3 Device characterization

The electroluminescence (EL) performances of LEDs with different light extraction struc-

tures were measured using an optical multimeter (Ando AQ2140). A multimode fiber

(100 µm diameter, NA = 0.28) was placed above the devices to collect the emitted photons

from the surface. The light intensity-current (LI) characteristics are shown in Figure 7-7(a).
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Figure 7-6: (a) SEM image of the anodized porous alumina membrane utilized as a deposi-
tion mask; (b) AFM image of the deposited a-Si pattern; (c) AFM image of the deposited
SiO2 pattern.
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The slight non-linear behavior is due to some feedback mechanisms, causing a small portion

of stimulated emission [81]. It can be clearly seen that the emission intensity is significantly

higher if the designed grating is used as a light extraction structure. Compared to the

planar device without any light extraction structure, the device with a-Si grating shows a

relative efficiency improvement of 27%, while the SiO2 grating only achieves 7.3% relative

increase. These results are further confirmed by the emission spectra measured under a

current of 20 mA by an optical spectrum analyzer (Ando AQ6315A). As illustrated in Fig-

ure 7-7(b), all the spectra peak at 870 nm, with a full width at half-maximum (FWHM)

of 26 nm. The LI curves and emission spectra clearly reveal that the grating with higher

index contrast entails higher performance for light extraction, which agrees well with our

numerical predictions. Other approaches show a 130% increase in GaN devices by surface

roughening [82] and 39% increase in AlGaInP directly using the low-index AAO [83]. The

differences in materials systems (GaAs vs. GaN or AlGaInP) and device configurations

(bulk vs. thin film) lead to lower efficiency improvements in our case. However, our ap-

proach can be implemented in those different systems and will yield better performances

which scale with index-contrast and structural parameters according to our model.

Figure 7-7(c) shows the angular dependence of emission for the devices with and without

a-Si grating. In the measurement, the devices are mounted on a goniometer which can rotate

90 degrees. Unexpectedly, both the devices show a Lambertian emission pattern, which does

not fully agree with the simulation predictions shown in Figure 7-3(c). This is mainly due

to the imperfection of the fabricated grating. As seen in the SEM image of AAO membrane

(Figure 7-6(a)), the pore distribution only exhibits short-range order. In addition, the AFM

images of the deposited a-Si and SiO2 indicate we obtained a cone-shaped array. Therefore,

the self-assembled approach causes a deviation from the ideal hexagonal array of cylinders,

thus inducing random scattering and forming the near-Lambertian emission pattern [84].

Although the above results are obtained from GaAs based near-IR LEDs, the proposed

design can also be applied for light extraction in LEDs emitting at other spectral ranges.

For visible LEDs based on nitride or organic semiconductors, the simulation and fabrication

methods we utilized here are still applicable, while the structural parameters should be

altered to accommodate the target wavelength. The AAO template has controllable feature

sizes, which can be manipulated by varying experimental conditions like applied voltage and

anodization time Chapter 3. It should be noted that a-Si becomes strongly absorptive at
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Figure 7-7: Performances for LED devices with various top structures: the planar LED
without grating (green), the LED with SiO2 grating (blue) and the LED with a-Si grating
(red). (a) Light intensity-current (L-I) curves; (b) Emission spectra measured at current
of 20 mA. It can be observed that the LED with a-Si grating shows the highest emission
intensity, thus obtaining the highest efficiency. (c) Angular resolved measurement of light
emission for the planar LED and the one with a-Si grating. The normalized intensity has
an arbitrary unit.
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visible wavelengths (λ < 700 nm). Therefore, other materials should be exploited to make

the self assembled pattern. Possible candidates can be SiC and ZnS, both of which have

high refractive indices as well as low absorption coefficients in the visible range [29].

7.4 Conclusion

The self-assembled light extraction structure is integrated for LED efficiency enhancement.

Based on numerical simulations, we systematically investigate the impact of grating param-

eters and materials selection on the light extraction. We show that high-index gratings are

far more effective in light extraction improvement compared to their low-index counterpart.

The optimized structures are integrated on GaAs based LEDs by using self-assembled AAO

membranes as a template, which acts as an effective and low-cost alternative to lithographic

fabrications. The LED device with the optimized high-index-contrast a-Si grating yield a

27% improvement in emission intensity. The effects of different index contrasts are verified

by comparing the performances of gratings made from a-Si and SiO2. Unlike the simula-

tion results, the device with fabricated a-Si grating showed a Lambertian emission pattern,

which is due to the non-ideality of the periodicity. By proper structure design and materi-

als selection, these approaches could also provide a guideline for efficiency enhancement in

nitride and organic based LEDs.
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Chapter 8

Summary and future work

8.1 Summary

Thin-film Si solar cells are promising candidates to supply world increasing energy demand

with renewable and clean energy sources. In Chapter 1, we stress the importance of solar

energy, introduce the photovoltaic effect, and discuss the motivations of using thin-film Si

solar cells for solar energy utilization. We identify light trapping as one of the key challenges

for achieving highly efficient thin-film Si solar cells. Several existing light trapping schemes

are presented and compared.

Chapter 2 discusses a previously reported PC based light trapping structure combining

a DBR and a grating layer, which can induce light scattering and reflection and signifi-

cantly improve the thin-film Si absorption. Using photonic band theories and numerical

analysis, we elucidate the light trapping mechanism of the PC structure by discovering that

total internal reflection occurs at the bottom surface of the DBR. The combined photonic

structure with grating and DBR reveals an unusual way of achieving light scattering and

reflection, unlike the conventional reflectors based on metals or photonic crystals with a

complete bandgap. Based on this discovery, the effects of DBR bilayers on cells with and

without gratings are investigated and compared. We present the design rules and determine

the suitable materials constitutes the PC structures are a-Si and SiO2.

In Chapter 3, we develop a self-assembled method by using AAO for low-cost grating

fabrication. We demonstrate that the AAO structures can be well controlled and adjusted

in the electrochemical process. By using two step anodization, highly organized pore dis-

tribution can be obtained. The period of AAO structures can be accurately determined
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through FFT analysis. The self-organized AAO material can also be used as a template to

fabricate ordered patterns made of other materials like a-Si and Ag. Numerical simulations

confirm that the slightly disturbed self-assembled pattern can provide a similar or even

higher performance compared to a perfectly periodic pattern.

In Chapter 4 and Chapter 5, we apply the light trapping concepts of the PC structures

on thick Si wafer based photoconductors and thin-film µc-Si solar cells. The gratings are

fabricated either by directly anodizing Al films or using AAO membranes as templates for

pattern transfer. The optimal grating structural parameters are determined by numerical

simulations, and more than 30% relative efficiency improvement is predicted for optimal

PC structures in 1.5 µm thick µc-Si solar cells. EQE measurements clearly reveal that the

photon absorption is greatly improved in the near-IR spectral range for cells with optimal

PC structures, with an efficiency enhancement up to 20%.

Chapter 6 explores the fundamental performance limits for thin-film Si solar cells. We

consider a variety of texture designs, such as simple periodic gratings and commercial ran-

dom textures. Furthermore, we develop a deterministic method to optimize arbitrary ir-

regular periodic textures with combined multiple periods by multi-parameter optimization.

For normal incidence, our optimized surface texture in two dimensions (2D) exhibits a con-

siderably larger absorption enhancement than the classical Lambertian result and exceeding

by almost 50% a recent generalization of Lambertian model for periodic structures in finite

spectral range. We further modify the conventional Shockley-Queisser limit to predict the

ultimate efficiency for thin-film Si solar cells. Considering non-radiative recombination and

advanced light trapping, we concludes that a 1.5 µm Si cell with more than 20% efficiency

is achievable under one sun illumination.

In Chapter 7, we further adapt the design and fabrication methodologies on another

important energy device—the light-emitting diode (LED). We implement our designed pho-

tonic structure on a GaAs double heterojunction LED. We numerically explore the effects

of the structural parameters on the device performances, followed by fabrication through

the self-assembled AAO as a template. Device simulation and experimental results indicate

that an optimized high-index-contrast (a-Si / air) grating obtains a much larger efficiency

increase than using a low-index SiO2 grating, providing an effective and low-cost method

for improving LED efficiency.
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8.2 Future work

The ultimate goal in the photovoltaic area is to provide a solar cell technology that can

meet the terawatts scale energy demand and approach the ideal efficiency we predict in

Chapter 6. Thin-film Si solar cells are promising candidates, but there are some aspects we

can further explore in the future:

1. Different thin-film Si technologies can be evaluated and compared. a-Si and µc-Si

solar cells benefit from low-cost fabrications but suffer from relatively low efficiency

due to light trapping and high defect level. Double junction a-Si/µc-Si cells and even

three junction a-Si/µc-Si/a-Ge cells [48] can more efficiently harness solar energy and

provide higher ultimate efficiencies. Another interesting direction is to utilize special

techniques like layer transfer approaches [65] to fabricate thin-film single crystalline Si

cells which have the ideal device quality and can potentially approach the theoretical

efficiency limit.

2. The self-assembled AAO technology should be optimized and extended to wafer size

cell fabrication. Other nano-texturing approaches can also be explored, such as

nanosphere lithography [7], soft imprint [85] and nano molding [86]. Efficiency-cost

models should be developed to evaluate different techniques.

3. The optimization methods we establish in Chapter 6 can be adapted for real 3D device

simulation and optimization. Although the Lambertian 4n2 limit is difficult to exceed

for isotropic incidence, we can design structures that can trade off between efficiency

enhancement and angular sensitivity. The optimized multiscale photonic structures

can be fabricated by soft imprint techniques. Also, the interference lithography [87]

will be another optional method, which can be used to fabricate gratings with multiple

periods by combining interference beams with different wavelengths.

4. Novel light trapping schemes, including plasmonic structures [88], spheres with whis-

pering gallery modes [89] and micro/nano wires [66], can be explored numerically and

experimentally, which can possibly exceed the conventional Lambertian limit.
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Appendix A

Light trapping limit

In this appendix, we summarize the theoretical derivations of light trapping limit for Lam-

bertian textures. In addition, the results can be modified when the incident angles are

restricted. Original analysis can be found in the literatures [9, 52,90,91].

A.1 Geometrical optics derivation

In this section, we investigate the light trapping performance for randomly textured (Lam-

bertian) surfaces. Consider a dielectric layer illustrated in Figure A-1. Here we assume the

device is two-dimensional (2D) so that the structure is uniform in y direction in Figure A-1,

and the light is incident in the xz plane.

We can zoom into a small area element dA. Iinc is the incident power on this area dA,

with an incident angle φ. If the transmission coefficient is Tinc(φ), the radiation power into

the device is Tinc(φ)Iinc. Inside the device, the internal intensity of area dA is defined as

Iint. If internal radiation is isotropic due to the surface scattering, such a surface is called

Lambertian surface. Let Bint be the internal intensity per unit angle dθ. Then we can get

Iint =

∫
Bint cos θdθ

= 2

∫ π
2

−π
2

Bint cos θdθ

= 4Bint

(A.1)

Due to the total internal reflection, only a small fraction of the internal radiation can escape
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Figure A-1: (a) A schematic of device structure. The light is incident from air (n = 1.0)
on a dielectric slab (index n) with Lambertian surfaces on both sides. A perfect reflector is
in the backside so that light can only escape from the top surface; (b) The balance formed
between the incoming and outgoing radiation.

from the top surface. The escaping intensity is

Iesc =

∫ θc

−θc
BintTesc(θ) cos θdθ

= 2× Iint
4
Tesc sin θc

=
1

2n
IintTesc

(A.2)

Here we use sin θc = 1
n , where θc is the critical angle for total internal reflection. Since all

the materials are lossless, the energy conservation requires that the escaping intensity Iesc

should be balanced by the incoming intensity Tinc(φ)Iinc. Therefore,

1

2n
IintTesc = Tinc(φ)Iinc (A.3)

Iint = 2n
Tinc(φ)

Tesc
Iinc ≈ 2nIinc (A.4)

Because the front surface is randomly textured, the incident angle φ is equally distributed at

all the values. Therefore, the incident intensity is also isotropic and we can get Tinc(φ) ≈ Tesc

above.
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If the material is weakly absorptive, then loss is involved in the device. However, Equa-

tion A.3 still holds since only a small fraction of light is trapped inside and get absorbed.

Therefore, the conclusion in Equation A.4 is still valid, and the bulk absorption can be

expressed by ∫∫
Bint(1− e−αd)dAdθ

=

∫ π

−π

∫
Iint
4
αddAdθ

=
π

2
αV Iint

(A.5)

where α is the absorption coefficient, d is the thickness (αd ∼ 0) and V is the volume of

the dielectric material.

If we compare the result Equation A.5 with the absorption of a single pass∫
Iinc(1− e−αd)dA

=

∫
IincαddA

=αV Iinc

(A.6)

we can obtain the enhancement factor for a Lambertian texture

F =
π
2αV Iint

αV Iinc
= πn (A.7)

The above calculations could be applied for a three-dimensional (3D) structure, where

we just need to replace the plane angle dθ with solid angle dΩ. In this case, Yablonovitch

and Cody [90] proved that the enhancement factor is

F = 4n2 (A.8)

A.2 Wave optics derivation

Fundamentally, light lines are described as electromagnetic waves, whose behaviors can be

fully understood by Maxwell equations. The light trapping limit can also be investigated

through the electromagnetic theory [9]. The absorption of a dielectric slab mentioned in

Figure A-1 can be considered as a combination of multiple resonances. When the light is

incident on the device, it is either to be absorbed because of the intrinsic material loss with
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a decay rate

γi =
c

n
α (A.9)

or coupled out through the leaky modes (with modes number N and decay rate γe for each

mode). Based on the Lambertian assumption, the outgoing radiation is isotropic so γe is

invariant for all the modes. If we assume periodic boundary condition and the longitudinal

size is L, we can get

N2D =
2k0

2π/L
=

2L

λ
(A.10)

for a 2D structure, and

N3D =
πk2

0

(2π/L)2
=
πL2

λ2
(A.11)

for a 3D structure.

Figure A-2: A schematic of device structure, which is identical to Figure A-1(a).

According to the temporal coupled mode theory [92], the absorption spectrum of an

individual resonance can be represented by a Lorenztian function

A(ω) =
γiγe

(ω − ω0)2 + (γi +Nγe)2/4
(A.12)

where ω0 is the resonant frequency. The averaged absorption in a frequency range ∆ω is

∫ +∞
−∞ A(ω)dω

∆ω
=

2π

∆ω

γi
N + γi/γe

≈ 2πγi
N∆ω

(A.13)
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since the intrinsic absorption is weak (γi � γe). If there are M resonances in the frequency

range ∆ω, the overall averaged absorption is

2πγi
N∆ω

M (A.14)

M is determined by the optical density of states (DOS). For 2D structure,

M2D = DOS2D∆ω

=
∂

∂ω

(
πk2

0

(2π
L )(2π

d )

)
∆ω

=
2πn2ω

c2

(
L

2π

)(
d

2π

)
∆ω

(A.15)

and for 3D structure,

M3D = DOS3D∆ω

=
∂

∂ω

(
4
3πk

3
0

(2π
L )(2π

L )(2π
d )

)
∆ω

=
4πn3ω2

c3

(
L

2π

)(
L

2π

)(
d

2π

)
∆ω

(A.16)

Combining Equation A.9, Equation A.10, Equation A.11, Equation A.15 and Equa-

tion A.16 with Equation A.14, we can get the overall averaged absorption is,

A2D = πnαd (A.17)

or

A3D = 4n2αd (A.18)

Therefore, compared to the single pass absorption αd, the enhancement factor is πn and

4n2 for 2D and 3D structures, respectively. These are exactly the same results as we obtain

in section A.1 using geometrical optics.
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A.3 Results with restricted angles

The above derivations (section A.1 and section A.2) are based on the assumption that the

incident light is isotropic. In other words, Equation A.7 and Equation A.8 can be more

strictly written as

F 2D =

∫ π
2

−π
2
dθF (θ) cos θ sin θ∫ π
2

−π
2
dθ cos θ sin θ

= πn (A.19)

F 3D =

∫ 2π
0 dϕ

∫ π
2

0 dθF (θ) cos θ sin θ∫ 2π
0 dϕ

∫ π
2

0 dθ cos θ sin θ
= 4n2 (A.20)

with incident angle θ and azimuthal angle ϕ.

If the incident angles are restricted in a range [−θ, θ], then we can set F = 0 outside

this acceptance cone to maximize F in the acceptance cone.

∫ θ
−θ dθF (θ) cos θ sin θ∫ π

2

−π
2
dθ cos θ sin θ

= πn (A.21)

∫ 2π
0 dϕ

∫ θ
0 dθF (θ) cos θ sin θ∫ 2π

0 dϕ
∫ π

2
0 dθ cos θ sin θ

= 4n2 (A.22)

We can get

F2D =
πn

sin θ
(A.23)

F3D =
4n2

sin2 θ
(A.24)

which are consistent with the results in Ref. [52].
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Appendix B

Acronyms and Abbreviations

1D, 2D, 3D One-Dimensional, Two-Dimensional, Three-Dimensional

AAO Anodic Aluminum Oxide

AFM Atomic Force Miscroscope

ARC Anti-Reflective Coating

CMOS Complementary Metal-Oxide-Semiconductor

DBR Distributed Bragg Reflector

EQE External Quantum Efficiency

FDTD Finite-Difference Time Domain

FFT Fast Fourier Transform

GRT Grating

IQE Internal Quantum Efficiency

IR Infrared

LED Light Emitting Diode

PAM Porous Alumina Membrane

PECVD Plasma-Enhanced Chemical Vapor Deposition
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RCWA Rigorous Coupled-Wave Analysis

RMS Root-Mean-Square

SOI Silicon-On-Insulator

SEM Scanning Electron Microscope

TCO Transparent Conductive Oxide

TE Transverse Electric

TEM Transmission Electron Microscope

TFSC Thin-Film Solar Cell

TM Transverse Magnetic

TPC Textured Photonic Crystal
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