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Abstract

This report analyzes the behavior of three variants of the dual-weighted residual (DWR) error
estimates applied to the p-dependent discretization that results from the BR2 discretization of a
second-order PDE. Three error estimates are assessed using two metrics: local effectivities and
global effectivity. A priori error analysis is carried out to study the convergence behavior of the
local and global effectivities of the three estimates. Numerical results verify the a priori error
analysis.

1 p-Dependence of DG Discretizations

Let w € V, where V is some appropriate function space, be the weak solution to a general second-
order PDE described by the semilinear form R(-,-) : V x V — R. That is, u satisfies

R(u,v) =0, YvelV.

The space V}, ), is a finite-dimensional space of piecewise polynomial functions of degree at most p
on a triangulation 7 of domain Q C R", i.e.

Vip = {vhp € L*(Q)| vnyplix € PP(K),YK € Tp},

where PP(K') denotes the space of p-th degree polynomial on element K. A finite element approx-
imation to the problem, uy , € V4 p, is induced by the semilinear form Ry, ,(-,) : Vip X Vi, = R
and satisfies

R p(Unps vhp) =0, Yupy € Vi

Definition 1.1 (p-Dependence). Let ¢ < p. A semilinear form Ry p(-,-) : Vi X Vip — R is said
to be p-independent if

R p(wh,q,Vn,q) = Big(Wh,gs Vhg),  YWhg, Vg € Vag C Vap.

If a semilinear form is not p-independent, then it is said to be p-dependent.
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We now show that the semilinear form arising from the second discretization of Bassi and Rebay
(BR2)[1] of a second-order PDE is p-dependent. For simplicity, let us consider the Poisson equation
with homogeneous Dirichlet boundary conditions on domain 2,

—Au=f inQ
uw=0 on Of.

The appropriate function space for the problem is V = H&(Q) The semilinear form is given by
R(w’ ’U) = g(w) - a(wv U), (11)

where the source functional ¢ € V' and the bilinear form a(-,-) : V' x V — R are given by

l(w) = / fvdx and a(w,v) = / Vo - Vwdz.
Q Q
The BR2 discretization of the Poisson equation is given by the semilinear form
Ry p(Whp; Vhp) = Lhp(Whp) = ahp(Whps Vhp), (1.2)
where

gh,p(vh,p) = E(Uh,p)
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KeTy, FeFy,

F,BR2
+ Y ap  (Whps vhp)
FeFy,

where Fj, denotes the set of faces of the triangulation. On the interior faces, the jump operator,
[-], for a scalar quantity z is defined by

[#] =z " +2tat.
and the average operator, {-}, for a vector quantity y is defined by
Lo+
yh =50 +y").

Due to the homogeneous Dirichlet boundary condition, the operators on the boundary faces are
given by (see e.g. [2] for general case)

[x] =z~ and {y} =1y.

The BR2 face penalty term for the face F' € F}, is given by

F,BR2
%m(wwwwz—ANWAWQWmmw



where the lifting operator, TI{Z ownpl) € [V,f p]d, satisfies
hp(lwnpl)de = — | {gnp} - lwnplds, Vonp € Vi)
9hp " Thp\[Wh,pl) AT 9hps  [WhpldS;  VGhp hpl
KeKp K F

where Vh}?p = {vnp € L*(KF)| vnplx € PP(K),K € Kp} with Kp denoting the set of elements
neighboring face K. The stability parameter, 5, must be set to a number greater than the number
of faces for coercivity [3].

Theorem 1.1. The BR2 lifting operator, r,fp(~), 1s p-dependent in the sense that

Thg([wngl) # 1 p([wngl)

for some wy, 4 € Vi, o with ¢ < p.

Proof. By definition, the lifting operator, r,lfp([[whﬂ]]), satisfies

Z /th,p ) riﬁp(ﬂwh,q]])dx = - /F{gh,p} [wnglds,  Ygnp € [Vh}?p]d‘

KeKp

Because V,f » is finite dimensional, there exist basis functions that span V,f . In particular, let us
denote the basis functions that span the restriction of V,f » to K, one of the elements in K, by
{¢m}. The dimension of V}, p|x is N'(p), where N (p) is the dimension of the p-th degree polynomial
space. For example, for triangular elements, N'(p) = (p + 1)(p + 2)/2. We will chose ¢,, to be a
hierarchical orthogonal basis with respect to K, i.e.,

¢m € PT(K), VYm < N(r)
Cp, N=mMmM
dr =
| uc {07 o
The i-th spatial component of the lifting operator restricted to element K, Tﬁé([[wh,q]]ﬂ K, can be

represented as

. N
Th:;([[wh,q]mK = Z B, én

n=1

where Bt € RN(®). The coefficients, B, of the lifting operator restricted to K must satisfy the
system of algebraic equations

N (p) '
> UK gbmd)nda:] B! = —a/F¢mm Nwnglds, Ym=1,...,N(p),
n=1

where o« = 1/2 on the interior face and o = 1 on the boundary face. Due to the orthogonality of
the basis functions, we arrive at an explicit expression for the coefficients,

BZ—_f/qﬁnm-[[wh,q]]d& n=1,...,N(p).
n JF



The face integral term does not vanish in general. In particular,

B;‘ZZCO‘/F%m-[[whyq]]ds#o, n=N(q) +1,...,N(p),

52

for some [wp, 4] € PY(F). Having finite coefficients for n > N (g), the lifting operator rip([[wh,q]])\K
is not in the space P4(K). In contrast, rf’;([[wh,q]])];( € PY(K) by construction. Thus, r}f’;([wh,q]]) #
r}lj’;(ﬂwh’q}]) and the lifting operator is p-dependent. O

As the lifting operator is p-dependent, the semilinear form arising from the BR2 discretization
of a second-order PDE is p-dependent.

Remark 1.1. The interior penalty (IP) DG discretization is also p-dependent. The bilinear form
for the IP method is obtained by replacing the BR2 face penalty term, ai’ng(-, Vi VX Vi = R,
with the IP face penalty term,

2
g p
af:p (Wh,p, Vhp) = CIP/F ﬁ[[vh,p]] < [waplds,

which is p-dependent due to the explicit presence of the p? term.

2 The Dual-Weighted Residual Error Estimation

In this section, we review the dual-weighted residual (DWR) error estimate of Becker and Ran-
nacher [4, 5] applied to the DG methods.
2.1 Problem Setup

For simplicity, we consider the Poisson equation with homogeneous Dirichlet boundary conditions,
as in Section 1, with a linear output functional of the form

J(w) = Jpp(w) = =0 (w) = —/ngdaf,

for some g € L?(Q). Our objective is to quantify
€= Jnplung) - J(u),

where u € V' and uy ) € V},,, satisfy the residual expressions Eq. (1.1) and (1.2), respectively. In
the DWR framework, the output error is quantified in terms of the adjoint solution, 1. For the
Poisson problem of interest, the strong form of the dual problem is given by

—AY=g in
=0 on 0.

Equivalently, the weak form of the dual problem is: Find ¢ € V = H}(Q) such that
RY(v,9) = °(v) —a(v,9) =0, YveV.
Similarly, the finite element approximation to the dual problem is: Find 1, € V},;, such that

Rﬁp(vhma Uhp) = go(vhm) = ahp(Vhp, Yhp) =0, VUhyp € Vip.



2.2 Local and Global Consistency Results

Let us develop properties of the discrete primal and dual residual that facilitate the development
of error estimates for the DG method.

Lemma 2.1 (Extended Local Consistency). The semilinear form possesses local consistency in the
following sense: Given the true solution, u € V = H(), the residual satisfies

Ry, p(u,v|k) =0, Yv € Hl(Q),

where v|i € L*(Q) is understood as the restriction of v to K with zero extension in Q\ K. Similarly,
given the true adjoint, ¥ € V, the adjoint residual satisfies

Ry (v, ) =0,  WveH' Q).

These results are referred to as the extended local primal and dual consistency, respectively, because
it encompasses the traditional statement of local consistency for v|x € Vi ,(K) C HY(K).

Proof. Since u € H'(Q), all terms related to jumps in u in the primal residual vanish. The
remaining expression is

R p(u, v]K) = £(v[K) = anp(u, v[K)

=5 [ slete— X [ vole vutr+ 3 [ foli - (vugas

K'eTy K'eTy, FeFy

:/fvdx—/Vv-Vud:L'+/ vn - Vuds
K K K

= / o(f + Au)dr =0, YveV =H(Q).
K
Similarly, since ¢ € H 1(Q), all terms related to jumps in ¢ in the dual residual vanish. The
remaining expression is

Ry (], %) = £ (vl k) — anp(vl, )

=% [ o= X [ w0 voledo+ 3 [ (96} blalds

K'eTy, K'eTh FeFy,
= / gudx — / Vi - Vodx + Vi - hwds
K K oK
= / v(g+ AY)dr =0, YveV =HY(Q).
K

O]

Lemma 2.2 (Extended Global Consistency). Given the true primal solution, u € V.= H(), the
discrete primal residual is globally consistent in the sense that

Rh,p2 (’U,, U) = 07 WORS Vh,pl S V7 Vplap2 eN

Similarly, given the true dual solution, ¢p € V = HY(Q), the discrete dual residual is globally
consistent in the sense that

Rﬁpg (U, ¢) = 07 NONS Vh,p1 ® ‘/, Vp1,p2 eN



Proof. First, we note that

Vi, @V = (8 Vip, (K) &V C (& Vi, (K)) & (6xH' (K))
=@k (Vi (K)® H'(K)) = ox H' (K).

The proof then follows from the extended local consistency. Since v = ) KeT;, VK, we have

Rppy(u,v) = > Rupy(u,v[g) =0, Yve@gH(K)D (Viy ®V),
KeTy,

where the second equality follows from the extended local comsistency, i.e., Rpp,(u,v|x) = 0,
Vv € HY(K). The proof for the global dual consistency is identical. O

2.3 DWR Error Estimates

Theorem 2.1 (Functional Error Representation Formula). The error in the finite element approx-
imation of the output, J, p(upp), is represented in terms of the adjoint solution, ¢ € V', by

E = Inpunyp) — J(u) = Ry p(upp, ¥ — Ynyp)-

Proof. Using the definition of the adjoint, we obtain the error representation formula

E=Jnpluny) —J(u) = Zo(u — Upp)

= app(u — upp, V) (extended global dual consistency)
= app(u — unp, Y — Ynp) (Galerkin orthogonality)
=LY —Ynp) — anp(Unp, ¥ — UV p) (extended global primal consistency)

= Rpp(unp ¥ — Ynp)-
Note that 1)y, could be replaced by any vy, € Vi, ,, since Ry, ,(up p, Vhp) =0, Yonp € Vip. O

Definition 2.1 (Local Functional Error Representation Formula). The functional output error, &,
1s localized to element K according to

nK = Rh,p(uh,pa (@Z} - ¢h,p)‘K)'

Let us state a few important properties of the local error ng. First, the output error is the sum
of the local errors, i.e.

&= ZnK.

KeTy,

Second, the local error representation requires that a local residual, which vanishes with mesh
refinement, results from the elemental restriction of test functions. While DG discretizations have
this property, continuous Galerkin discretizations do not. For continuous Galerkin discretizations,
the global error representation formula must be integrated by parts to yields an expression with
the strong form of residual, which vanishes with mesh refinement.



In practice, the true adjoint, ¢ € V, is not computable. Thus, we replace the adjoint with the
surrogate solution obtained on a enriched space, i.e., 1y, € V}, ,y such that
RZ:p, (vhvp/’whvp/) = O’ vvhyp/ € Vh:pl7

for some p’ = p + pinec > p, Where piyc is the increase in the polynomial degree in the enrichment
process.
We now introduce three different forms of the error estimates.

Definition 2.2 (Error Estimate 1). The error estimate 1 is given by
eW = Ry (th,p, Vhy — Yhp)
1
nie = Rig (unp, (Unyy — Unp)lic).

The error estimate 1 arises naturally if the discrete formulation of the adjoint is used (see, e.g.,
[6, 7, 8]).

Definition 2.3 (Error Estimate 2). The error estimate 2 is given by
8(2) = Rh7p/ (uh7p7 wh:l’/)
2
Nie) = R (s V| 0)-

Error estimate 2 eliminates the need to compute v, by appealing to the local Galerkin or-
thogonality of DG discretizations, and this is one of the error estimates advocated in [9]. However,
with the form presented, the local Galerkin orthogonality does not hold due to the p-dependence
of the semilinear form. In particular, while

Ry p(tunp, vhp) =0, Yop, € Vi,
the same does not hold if the p about which the residual is evaluated is replaced by p’ # p, i.e.,
Ry p (U ps Vhyp) # 0, for some vy € Vi p.
This implies that
E®) = Ry (unp, Vng) # Ry (Whpy Vgt — Ynp) = ED
052 = Ry (nps O ic) # Rt (g (G — np) ) = 1i¢,
and the error estimate 2 is different from error estimate 1.
Definition 2.4 (Error Estimate 3). The error estimate 3 is given by
E® = R p(upp, Uhp)
m(r?) = Ry p(np, Y| i)-

The error estimate 3 is obtained by simply replacing v in the error representation formula by
Yp . Note that because the residual is evaluated about p, the Galerkin orthogonality holds, and
we have

5(3) = Rh,p(uh,p7 wh,p’) = Rh,p(uh,p7 wh,p/ - 'Uh,p) vUh,]o € Vh,p

Ug) = Ry p(unp, wh,p"K) = Rpp(unp, (T/’h,p’ - Uh,p)‘K) Vupp € Vip.



2.4 Assessment of the Error Estimates

For each of the error estimates considered, we will develop a bound for the absolute error in the
global error estimate

1€ — D)

and the absolute error in the local error estimate

e =12 .

In practice, however, we are more interested in the quality of the error estimates with respect to the
true error. In particular, we want to ensure that the error in the error estimate is a small fraction
of the true error; otherwise the estimates would be useless. The relative error in the global error
estimate ¢ is given by

g _1E=EY]
global = ‘ g|
The relative error is related to the error effectivity I°% defined in, for example, [4, 5] by
_ g _g0) (%)
|E 5]28 & :1_5 :‘1_165.
€] 12

That is, the relative error measures the deviation of the error effectivity from unity. Ideally, the
effectivity of the error estimate should improve with mesh refinement such that I°f — 1 as h — 0.
Equivalently, the relative error should ideally vanish as h — 0.
Similarly, the relative error in the local error estimate ¢ is given by
L
NK

(i3)
o0 _ Ik =il

ca K — \77K|

Again, the relative error in the local error estimate measures the deviation of the local error
effectivity from unity.

3 A Priori Error Analysis

In this section, we perform a priori analysis of the three error estimates to establish the bound on
the output estimation errors. In particular, we are interested in the convergence of the estimates
with grid refinement.

Throughout this section, we will use the notation A < B to imply that A < ¢B for some ¢ < 0o
independent of h, in order to avoid proliferation of constants. Similarly, A 2 B implies that A > ¢B
for some ¢ > 0 independent of h. Moreover, A ~ B implies that A < B and B < A.



3.1 Assumptions

We assume that the DG-FEM approximation to both the primal and the dual problems are optimal
in the L? sense, i.e.,

lu —unpllrzry S llu—ppull 2y, VK €Ty
1V = Ynpllrzy SN = Hpp¥ll2xy VK € Th,

where I, , : V — V}, , is the L? projection operator such that II;, yv € Vpp satisfies

v—1II vl 72¢0y = Inf v — W 200) -
[ hpVllL2(0) ol | hpllL2 @)

Furthermore, we will assume u and v are analytic for convenience. Under the analyticity assump-
tion, the scaling argument results in the following interpolation results:

[0 = W poll gm0y S AP 0l o (1)

lo =T poll rm ey S B2 0]l o 1) -

3.2 Useful Relationships

This section introduces lemmas that facilitate the development of the error bounds for the output
error estimates.

Lemma 3.1 (Local Residual-Error Mapping). For all p1, p2,p3 € N, the local dual-weighted residual
can be represented as

R ps (Wh,py s (¥ = Vnpy )| K) = @npg (W — Whpys (¥ — Vnpy )IK)s VWRpy € Vipys Vhpy € Vip,-
where u and v are the solutions to the primal and dual problems respectively.

Proof. The proof relies on the definition of the primal residual, the extended local consistency
(Lemma 2.1), and the linearity of the bilinear form, i.e.,

R ps (Wh py s (0 = Vhpo ) ) = Lhps (0 = Vnpo )| K) — @hps (Whepy, (0 — Vhpy )| K)
= Qh,p3 (uv (w - vh,p2)|K) — Qh,pg (wh,m? (77/} - vh,pz)‘K)

= Qh,p3 (u — Wh,py > (¢ - Uh,p2)|K)7 th,}n € Vh,Pl’U’wm € Vhypz'
O

Lemma 3.2 (Global Residual-Error Mapping). For all p1,p2,p3 € N, the global dual-weighted
residual can be represented as

Rh,PB (th’l ? ¢ - UhaPQ) = ah7p3 (U - wh7p1 ? 1/} - vhaPQ) = R;ipg (u - wh’pl ? Uh7p2)

VWwh,py € Vipy s Vhps € Vips-

where u and v are the solutions to the primal and dual problems respectively.



Proof. The first equality follows from the local residual-error mapping, i.e.,

R py (Whypy, ¥ = Vhpy) = Z R py (Whypy (¥ = Vhpy)|K) = Z Ah,ps (U = Whpy, (¥ — Vnpy) | )
KeT, KeTy,

= Qh,p3 (u — Whpy, Y — Uhypz)a Vwhpy € Vipys Vhps € Vaps-

The second equality results from the definition of the adjoint residual and the extended global
consistency, i.e.,

— 4O
R%,pg (U = Whpy s Vhps) = O ps (U — Whp) = Qhps (W — Whpy s Vhps)
= Qs (U — Whipy, ) — Ahpg (U — Whpy s Vo, )

= ahvpi’) (u - whvpl ? ¢ - vh1p2)7 th7p1 € Vh‘7p1 ? /Uh,PQ € Vh7p2'
]

Lemma 3.3 (h-Scaling of the Lifting Operator). The BR2 lifting operator is bounded by the face
Jump according to

I (D2 (acry S B2 T00 22y -

Proof. The lemma is stated in, for example, [10]. Here, we present the proof for completeness. The
inequality follows from setting the test function equal to rf’ o([v]) in the definition of the lifting
operator, applying the Schwarz inequality, and invoking the trace scaling argument, i.e.,

IF By = [ v IeD) - rfp (o

F
= / {7“;}; p([[v]])} - [vlds (definition of lifting operator)
F
< b (oDl 22 110D 22y (Schwarz)
S e (D 2 e 110D 22y - (trace scaling)

Division of the both sides by Hr}f o([oD Nl z2 (k) vields the desired result,

I (oDl 2y S B2 IO 22 -
O

Remark 3.1. The face jump is also bounded by the lifting operator as h=1/2

The proof is provided in [10].

el z2cey < M, (oDl 2 gicp)-

Lemma 3.4 (Local Bilinear Form Error Bound). Under the optimality assumption, the following
error bound holds on element K for all p1,p2,p3 € N:

| ps (4 = Uhpy s (O = Yps) )] S PP [ull gy 1 o [0 proa+1 (16
(K)

where u and v are the true solution to the primal and dual problems, respectively, and up g, and

Y p, are the DG-FEM approzimation to the primal and dual problems, respectively, and K is the
set of elements sharing common face with K.

10



Proof. Substitution of the expression for the bilinear form yields
s (U = Unpy s (Y — Vhpy )| K)

:;/K,v(wwh’m)’K'v(uuh7p1)deF:L{v(¢¢h7p2)|K}'[[uuh,p1]]d5

@ (11)
-3 /F 16 = Vn) ] (90 = s~ 3 /F B = V) lic] - gy ([u = i ])ds

(I11) (1V)

Now we bound each one of the braced terms. The interior term becomes

(D] =

_ \ [ V0= ) Vg )

Z /K’ V(¢ - wh,p2)|K . V(U — Uh,pl)dJ?
K/

<Y = Yo L ()l = iy |1 iy S PP P2 oo ey 1wl o1 16

The first face term is bounded by

(I =

EF:/F{V(w — o)k} [u— unp, Jds

= ‘/ OzV(z/J - wh,pz) : [[u - uh,mﬂds
oK

< NaV (¥ = Ynp)llL20m) 1w — wnpy [l L2 05)

< pp2—1/2 pp1t+1/2

11 e (i) lull o1 iy = BP0 o i 1l o1 9

where o = 1 if F' is a boundary face, and o« = 1/2 if F' is an interior face. The second face term is
bounded in a similar manner as the first term, resulting in

(D] =

> 1=l (70wt

= ‘/M{(w — Yhpo) - {V (U — Upp, ) }ds

< hp1+p2||¢||HP2+1(K)”uHHmH(k)

Finally, we bound the term involving the lifting operator as

V)= |3 [ 8106 = vl ([0 = ]

Fer’F

=) / B = Pppy )0 7 ([ — Uh,plﬂ)| (finite support of (v — ¥np,)|x)
Feok ' F

< Z Bl — 1/)h,p2||L2(F)||7"zip3([[U — Unpy Dll2(F) (Schwarz inequality)
FEOK

N Z 1% — Vhps ||L2(F)h71/2HTII;p3([[u — Unp, Dllp2 (5 p) (trace scaling)
FeoK

N Z 19 = Y pollr2ryh ™ T — wnp Dl L2 () (Lemma 3.3)
FedK

< pprtee HwHHmH(K)HUHHmH(k) (L2 optimality assumption)

11



Combining the bounds for (I), (II), (III), and (IV), we obtain the desired result:

x| < |+ (D] + [AD] + [AV)] S BP0 oo a0y 1wl rog 1 -
O

Lemma 3.5 (Global Bilinear Form Error Bound). Under the optimality assumption, the following
error bound holds for all p1,p2,p3 € N:

|ah s (U = npy s ¥ = Pnpa)| S WPl o1 190 a1
where up, p, and Yy, are the DG-FEM approzimation to the primal and dual problems, respectively.

Proof. The global error bound is a direct consequence of the local error bound, i.e.,

’ah,p3 (u — Uh,py > (O wh,pz)’ = Z Qh,p3 (u — Uh,p1> (¢ - wh,p2)|K)

KeTh

ST Bl s e 9 1
KeTy,

A

<BPPLN ull gy | | D 1l

KeTy, KeTy

S PP | oy +1 o) [0 ]| o2t )

3.3 A Priori Error Analysis of the True Output Error
In this section, we analyze the convergence behavior of the true output error.

Theorem 3.1 (Convergence of True Error). Let up, , € Vj,, be the DG-FEM solution to the Poisson
equation. The local and global error are bounded by

Ink| < hQPHUHHpH(f()‘WHH?H(K)
€] S W2 ||| groer o 9] s ()
respectively, where K is the set of elements sharing a common face with K.

Proof. We prove the local convergence bound by invoking the local residual-error mapping, Lemma 3.1,
for wy, p, = upyp and vy, = Yn, and by applying the local bilinear form error bound, Lemma 3.4,

for p1 = p2 =p3 =p, i.e.,
Nk | = [Rhp(unp, (¥ = Vnp) k)| = lanp(w — unp, (¥ — ¥np) )| S h2pHuHHp+1(f()kuHPH(K)-

Similarly, we obtain the global convergence bound by applying the global residual-error mapping,
Lemma 3.2, for wy, p, = upyp and vy, 5, = ¥, and the global bilinear form error bound, Lemma, 3.5,

for p1 = p2 = p3 =p, Le,
1€l = [Rhp(unp, ¥ — Unp)l = lanp(u — upp, ¥ — np)l S th““”Hﬁ“(Q) ’WHHPH(Q)-

Thus, both the global and local errors superconverge at the rate of h?P. O

12



3.4 A Priori Error Analysis of Output Error Estimate 3

In this section, we analyze the convergence behavior of the output error estimate 3.

Theorem 3.2 (Convergence of Local Error Estimate 3). The error in the local error estimate 3 is

bounded by

3 /
N — 77&()’ S hPP HUHHPH(K)WHH?’“(K)'

Proof. By linearity of the semilinear form with respect to the second argument, we have

K — 052 = Rip(nps Y] i) = Rivp (s | K) = Rip(nps (% — Ypr) i)

From here on, the proof is similar to that of the convergence of the true error. By invoking the
local residual-error mapping, Lemma 3.1, for wy,, = upy, and vpy, = ¥,y and by applying the
local bilinear form error bound, Lemma 3.4, for p; = p3 = p and py = p/, we obtain

3 /
mic = 12 = lan (e — g (5 — ) 1) S % Nl ity 90 11
]

Corollary 3.1. Assuming the true local error converges as ng ~ h2pH’U,||Hp+1(K)qu/)HHPJrl(K), the
effectivity of the local error estimate 3 converges to unity as

3
L
NK

9(3) _ ’U;?) _nK| < Chp+p/|’uHHp+1(K)||¢||Hp’+1(K)

/
— — hP =P _ hKDi
local, K — =h = hPxe

el BNl i ey [l v i)
where pinc 15 the increase in the polynomial degree for the truth surrogate adjoint solve.

Theorem 3.3 (Convergence of Global Error Estimate 3). The error in the global error estimate 3
1s bounded by

D) — &) S WP |l o @ |9 ot 1 -

Proof. The convergence of the global error estimate 3 follows from that of the local counterpart,
i.e.,

€= €D = > e = )| S X0 W Null o o 19 oo
KeTy, KeTy,

S hp+p/||u”HP+1(Q) H@/)HHP/H(Q)-
]

Corollary 3.2. If £ ~ hQPHUHHP+1(Q)H'(/}HHP/+1(Q), then the effectivity of the global error estimate

3 converges to unity as

£B)
&

_1E® —¢ < hp+p,||u||Hp+1(Q)HQ/JHHP’H(Q)

3
€T~ Wl o) [l o)

_ |1 _ P'—p _ 7,Pin
global ™ 1 Sh = hPne.
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3.5 A Priori Error Analysis of Output Error Estimate 1

In this section, we analyze the convergence behavior of the output error estimate 1.

Theorem 3.4 (Convergence of Local Error Estimate 1). The error in the local error estimate 1 is
bounded by

1
’nK — 77%)‘ S h2p”¢”Hp+1(K)Hu”Herl(f()

Proof. Expanding the difference in the local error using the error representation formula,

K — 10y = Rip(hps (0 — Unp)| ) — Ryt (whps (g — p)|i)
= Ry p(unp, (¥ = Ynp)lx) — Rip (Unp, (0 — Ynp)lx) + Rip (Unp, (0 — Ynyp)|K)

~~

@ (In

Term (II) can be bounded following a similar argument as that used to bound nx — ng). By
invoking the local residual-error mapping, Lemma 3.1, for wy,, = up, and vy p, = ¢y, and by
applying the local bilinear form error bound, Lemma 3.4, for p; = p and ps = p3 = p’, we obtain

((ID] = [Rap (unps (0 = Ynp )| = lanp (u — tpp, (Y — V)| K|
N hp+p/||U”Hp+1(f()||¢||Hp’+1(K)-

The only difference in the terms constituting (I) stems from the difference in the lifting spaces.
Thus, term (I) can be expressed as

w:\— 5

FeoK

([ 8100 onad el T wn, Do = [ 8106 = vl T = un D) ‘
F F

‘— 3 /F BIW — )] - (rflpy (T — unpl) — ([ — unp]) dis

FeoK

< Y BIY = npllzmlrhy (e = unpl) = rhp([e = unp))l 22y
FeoK

S D0 = tnyl

FeoK

S D o — gl

FeoK

—1/2|

2y P (T = unp]) — 7 (Tw — wn )l 2250

2w — unplll 2 ey

S PPl v sy el o iy

Combining the bounds for (I) and (II), we obtain

1 /
0 — il < 1O+ IAD] S B0l s ) el iy + 17 Tl s ey 190 v

Sz h2pH¢HHP+1(K) HUHHP+1(IA()
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Corollary 3.3. If ng =~ thHuHHpH(k)HzﬁHHpH(K), then the local effectivity does not converge to
unity as the mesh is refined, i.e.,

i

NK

o) _ Inkx = n] < RPNl o eyl i )

local, K — <1.

~

ol Wl e Tl goes

Theorem 3.5 (Convergence of Global Error Estimate 1). The error in the global error estimate 1
1s bounded by

1€ = DN S WPl s @ o4 0)-

Proof. The convergence of the global error estimate 1 follows from that of the local counterpart,
ie.,

€ - €W = Z (nx *77%)) S Z h2p||“||Hp+1(f<)‘|¢‘|Hp+1(K)
KeTy, KeTh

< W2 [[ull g o) 19l i1 -

O]

Corollary 3.4. If £ =~ h* i) g1 (o l|lull go+1(q), then the global effectivity does not converge to
unity as the mesh is refined, i.e.,
g

&

_ €= ED] _ Wbl llull oo

s
1l ™ Rl g ) lull ey

global — 1 - S L.

3.6 A Priori Error Analysis of Output Error Estimate 2

In this section, we analyze the convergence behavior of the output error estimate 2.

Theorem 3.6 (Convergence of Local Error Estimate 2). The error in the local error estimate 2 is
bounded by

2
e = 02| S B ullgpen oy 190 a1 1)

Proof. We will first bound the local error estimate, ng). By the definition of the primal residual

and the linearity of the bilinear form,

2
77&() = Rpp (Uh,ps Vnp

K) = L(Wnp |K) = any (Wnp Yhp |K) = anp (W — np, Yhp | K)-
As ap (U — upp,vhp) # 0 in general for p’ > p, we cannot subtract vy, ,|x from the second

argument. The substitution of the BR2 bilinear form to the expression for ng) yields

ng) - / V(u —upnyp) - V(y,y)de _/ IV} - [u— upplds
X OK

¢9) (11)
- /B Dl {V (= wn)}ds = 3 /F Bl

FeoK

K] Thp([u = unp])ds

J/

(I1T) e
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The interior term is bounded by

(D] < Ml = wnpllg ) [Vnp ey S PPl e ) 1R | e
The first face term is bounded by
(D) < 1{V%n i Hl 2 o) 1T = wnpll 2200m) S B 21N n 200 22l i i)
= hPHQ/)h,p/||H1(K)Hu||Hp+1(f()-
The second face term is bounded by
()| < | [ngr |61l 22000 I{Y (@ = wngp) M z2orc) S 02 om0 P22 0l e i)
S PP Ynp | 2oy 1wl o () -

The term involving the lifting operator is bounded by

avy= Y / BLtn ] - o ([n — wnpl)ds < 3 Bllny

|z2(m) 7 (T = wnp]) 22 ey

FEoK Feok
S np iz 2k, (Tu = unpDllz2ey S Y Inp lrzeyh ™ Il — wnplllz e
Feok FEoK

S WP n g |2y ull o iy -

Combining the bounds for (I), (II), (III), and (IV), we obtain

2
2] < (D] + ()] + [(TD)] + |(IV)] < P21l pes oy 1o (1)
We further note that
| onp |y = 1Wny = + Dl ) < Wy — Yl + 101 E k)
S hp/||¢||Hp’+1(K) + 1l )y S N0l x

(2)

for h sufficiently small. Thus, we obtain the bound for 7" in terms of u and %, i.e.,

2
Oy I Y e T s

An immediate consequence of this result is that

02— micl S WPl iy 1963 0y = B2 el s iy 0 s )|
S thuHHpH(k)HleHl(K)

O]

Corollary 3.5. If ng ~ h2p||u||Hp+1(k)HwHHpH(K), then the effectivity of the local error estimate
8 diverges in the sense that
2
s
K

:rnK—n§§>|§ Wl s Wl -,
R e s

2
el(ogal K~

i.e., the local error estimator degrades (relative to the true local error) as the mesh is refined.
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Theorem 3.7 (Convergence of Global Error Estimate 2). The error in the global error estimate 2
1s bounded by

1€ = ED] S B [ull oo o 10l s

Proof. Unlike the analysis for the global error estimate 1 and 3, simply summing the local error
estimator bounds results in a loose bound. Thus, we will pursue a different approach to obtain a
tighter bound. We first note that

Rh,p(uh,w?}) - Rh,P' (uh7p7v)7 VU € Hl (Q)7 vpa p/ € N7

as the lifting operator is always multiplied by the jump in the second argument and [v] = 0,
Yo € H! (Q). In particular, we can rewrite the true error representation as

&= Rh,p(uh,pv d)) = Rh,p/ (uh,I” ﬂ})

The error in the global error estimate becomes

E—€B = Ry (unp, V) — Ry (Whps Yhpr)

= Rh,p’ (uh,pa - wh,p') (linearity)

= le/:,p/ (v = unp, Ynp) (Lemma 3.2 for wpp, = Up p, Vhp = Vhp)

= inf R% A(u—upp — Vh s Unypr) (dual Galerkin orthogonality)
Uh,p’evh,p’ P

= lnf ah,p/ (U - Uh,p") w - wh,p’) (Lemma 32 for 'U)hyp = ’Uh,pl’ Uh,p = ”(bh’p/)
Uh,p/EVh,p/

By applying the global bilinear form error bound, Lemma 3.5, for p; = ps = p3 = p/, we obtain

’5(2) —&| = ‘ah,p’ (u— Vhp, Y — 1/’h,p’)| S h2p/HuHHP'Jrl(Qh)HwHHP’Jrl(Qh)
O

Corollary 3.6. If & ~ h2pH¢HHp+1(Q)HuHHp+1(Q), then the effectivity of the global error estimate 2

converges to unity as

(%)
&

92 B |g_g(2)‘ < h2p/||u|pr+1(Qh)Hq/)HHp,H(Qh)
€] - hQPWHHp’H(Q)HUHHP+1(Q)

= 2(p'—p) — p2pi
global SJ h = hne

1—

3.7 Summary of A Priori Error Analysis

Table 1 summarizes the result of the a priori error analysis. The table shows that neither the local
nor global effectivity of the estimate 1 approaches unity as h — 0. The estimate 2 results in a
superconvergent global estimate; however, the local error effectivity diverges with mesh refinement,
and thus the estimator is not suited for driving adaptation. The estimate 3 is the only estimate
whose effectivity converges to unity both locally and globally as h — 0.
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(a) local estimates

g i — nc| Ohocat.ic = |1 — 052 /1|
1 Rh,p’(“h,pv (T/Jh,p’ - ¢h,p)‘K) hQPHUHHpH(f()||1/’||HP+1(K) RO
2 R (tngs Vi) I s v
3 Ry p(hp, Ynp i) ard HU||Hp+1(f{) H@Z)HHp’H(K) hPine
true Ry p(unp, V| i) - _
(b) global estimates
gw €0 — & Ogrobal = |1 — EW /€]
1 Ry (Whps Yhp — Yhp) h2pHUHHP+1(Q)‘WHH?H(Q) h°
2 Rh,p’ (uh,pv wh,p’) h2 ”UHHP’H(Q) H¢ HHp’Jrl(Q) h2Pinc
3 Ry p(np, Ynpr) [ 1wl g1 () ||1/1||Hp/+1(9) hPine

true Jh,p(uh,p) —J(u) = Rh,p(uh,pa V) - -
Table 1: Summary of the local and global error estimate convergence.

4 Numerical Results

This section provides numerical verification of the a priori error analysis results presented in Sec-
tion 3. In particular, we apply the three error estimates to a one dimensional Poisson problem

given by
d2
~s =exp(@)(L+a), on (0,1),
u(0) =u(1) =0,

and the functional output of interest,

1
J(u) = / sin(rz)u(x)dz.
0
Note that the analytical solution to the primal and dual problems are given by
u=(exp(z) —1)(1 —x) and ¢ = sin(7x),

both of which are in C* and have finite and non-vanishing measures in H™ (), Vm € N.
We will use two different metrics to assess the performance of the error estimates. The first
measure is the relative error in the global estimate as defined earlier, i.e.

0
&

, £—£W0)
g | _
£

global | g|

)

where & is the true error and £ is the error estimate provided by the estimator i. Recall that the
relative error is equivalent to the deviation of the error effectivity from unity. The second measure
is the agglomerated local effectivity, which is a single measure intended to capture the effectivity
of the local, element-wise error estimates. The agglomerated local effectivity is defined by

91(1') =1- 5a(u%g)g _ |Eage — ge(lgg|
ocs Eagg |Eagg]
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1 T — I I L L L L L L T Il Il Il Il L L L L
0 2 3 4 6 8 10 12 1416 10 2 3 4 6 8 10 12 1416
1/h 1/h
(a) true error, £ (b) true agglomerated local error, Eagg = > 1 Nk]|
Figure 1: The convergence of the true output error.
where

Eagg= »_ lnxl and Q= > Il
KeTy, KeTy
Note that this is different from the relative local error Hl(é)cal ) associated with each element K, but
it is an agglomerated measure of the quality of the local estimates.

4.1 True Output Error

We first analyze the behavior of the true error, measured in the standard sense and in the agglom-
erated local sense. Figure 1 shows the convergence results for p = 1,2, 3,4. Since both the primal
and dual solutions are infinitely smooth, Theorem 3.1 predicts the superconvergence of both the
local and global errors at the rate of h??. The numerical result confirms the analysis. Since the
solutions have well-behaved higher order derivatives, the convergence with grid refinement is very
smooth. We note that p = 4 solution achieves machine precision accuracy using just 16 elements;
while this is an encouraging result, it makes the assessment of the error estimates more difficult,
as the results are affected by the finite precision arithmetics. Thus, p = 3 and p = 4 results are
sometimes truncated or omitted, if the results have been deemed polluted by rounding errors.

4.2 Output Error Estimate 1

By the a priori error analysis, Theorem 3.4 and 3.5, we expect

1
o0 |
&

local —
agg

<A’ and o)

global =1-

i.e., neither the local nor the global effectivity converge to unity with grid refinement. Figure 2
shows the convergence of the local and global effectivity of error estimate 1. The result must be
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local

global

-2

——P=1, pint:=2
—wP=2,p_ =2

inc™
—ap=3,p_=2

inc”

—a8— p=4‘ pir\c=2

10 12 1416

2 3 4 6 8
1/h
(a) local error effectivity, varying p

2 3 4 6 8 10 12 1416
1/h

(c) global error effectivity, varying p

local

global

——P=2, pinc=1
—w—b=2,p, =2

inc”

—a_P=2,p_=3

inc™

—&— p=2’ pinc=4

1 T T L L L L L L L
0 2 3 4 6 8 10 12 1416
1/h
(b) local error effectivity, varying pinc
10’
0wy
W —o
+p=2’ pinc=1
e P=2,p, =2
—a—P=2, pinc=3
- p=2, pinc=4
1071 T T L L L L L L L
2 3 4 6 8 10 12 1416
1/h

(d) global error effectivity, varying pinc

Figure 2: The local and global effectivity of the error estimate 1.
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interpreted carefully, as the a priori error analysis results are upper bound and the cancellation can
give a false sense of convergence. For example, Figure 2(a) and 2(c) show that the local and global
effectivities converge to unity for odd p but not for even p. The cause of this odd-even behavior
is unclear, but similar results have been observed in [11, 12]. In these cases, we should always
compare the worst convergence rate with the a priori analysis, i.e. the even results for this case.
The numerical experiment confirms that the effectivity of the error estimate 1 does not converge
to unity in either the local or the global sense.

4.3 Owutput Error Estimate 2

By the a priori error analysis, Theorem 3.6 and 3.7, we expect

(2) )
(2) = ga - (2) = g 2Pinc
elocal =1- ﬁ ,S h™P and Hglobal =|1- 7 ,S h*P s

i.e., the local error effectivity diverges at the rate of h™P, but the global error effectivity super-
converges at the rate of h?Pinc, The divergence of the local effectivity is captured in Figure 3(a)
and 3(b). In particular, the local effectivity diverges at the rate of h~2 and A~ for p = 2 and
4, respectively. The local effectivity is not a function of pinc as pinc = 1,2, 3,4 all diverges at the
rate of h=2 for p = 2. On the other hand, Figure 3(c) and 3(d) show that the global effectivity
exhibit superconvergence. In particular, the global effectivity convergence rate is a function of pi,c
showing the convergence rates of h2, h*, and hS for piy,. = 1, 2, and 3, respectively. The global
effectivity convergence rate is not a function of p, as pinec = 2 results in the convergence rate of h?
for all p =1, 2,3. These results are consistent with the a priori analysis.

4.4 Output Error Estimate 3

By the a priori error analysis, Theorem 3.2 and 3.3, we expect

elocal =|1- —aee 5 hPinc  and Oglobal =11- ? 5 hp“‘C,
agg

i.e., both the local and global error effectivities converge at the rate of hPinc. Figure 4(a) shows that
Pinc = 2 results in the local effectivity convergence of h? for p = 2,4. Figure 4(b) shows that the
convergence rate improves to h* for pj,. = 4. The same behavior is shown for the global effectivity
in Figure 4(c) and 4(d), converging at the rate of at least hPinc.

5 Conclusion

This report analyzed the behavior of three variants of the DWR error estimates applied to a p-
dependent discretization. We showed that the BR2 discretization of second-order PDEs results
in a p-dependent discretization due to the presence of the p-dependent lifting operator. Then,
we analyzed three commonly used variants of DWR error estimates. The a priori error analysis
showed that the effectivity of error estimate 1—which naturally results from the discrete interpre-
tation of the adjoint—converges in neither the local nor global sense. Error estimate 2 exhibited
superconvergent global effectivity; however, its local effectivity diverges, making it unsuited for grid
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——P=1, pinc=2
10°H
g 10°
D
10°
o— o —o—° = o
100 L L L L L L L L L
2 3 4 6 8 10 12 1416
1/h
(a) local error effectivity, varying p
-3
10 T ——
—— p=1, pinc=2
e P=2,p, =2
107 —a—pP=3,p,, =2
10°
g
107
107¢
107B L L L L L L L L L
2 3 4 6 8 10 12 1416
1/h

(c) global error effectivity, varying p

global

——P=2, pir\c=1

2 3 4 6 8 10 12 1416

1/h

(b) local error effectivity, varying pinc

—e—p=2: pinc=1 i
— p=2, pinc=2
—a—p=2,p, =3
2 3 4 6 8 10 12 1416
1/h

(d) global error effectivity, varying pinc

Figure 3: The local and global effectivity of the error estimate 2.
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10}
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(a) local error effectivity, varying p (b) local error effectivity, varying pinc
107
107% ] e A
4
10 1 10
g, 5
2107
107 S - S
6
10 'k
+p=2’ pinc=1
107 ] | ——P=2,p, =2
104 4 p=2, P =3
—a_P=3,p, =2 —=—P=2.p, =4
10_6 T T L L L L L L L 10_8 T T L L L L L L L
2 3 4 6 8 10 121416 2 3 4 6 8 10 121416
1/h 1/h

(c) global error effectivity, varying p (d) global error effectivity, varying pinc

Figure 4: The local and global effectivity of the error estimate 3.
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adaptation. The effectivity of error estimate 3 converges both in the local and global sense, making
it an attractive choice for both error estimation and adaptation. A simple one-dimensional Poisson
problem numerically verified the a priori error analysis.
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